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Abstract

The 5G wireless communication system supports varied applications, making the uplink/downlink traffic asymmetry
more and more serious. Dynamic time division duplex (TDD) technique has become a key technology of 5G
networks due to its flexibility to support asymmetric services. In this paper, we study dynamic TDD sub-frame
reconfiguration algorithm based on shifting. Firstly, we define cell shifting priority considering both traffic and
interference. Then, we perform cell shifting-based TDD sub-frame reconfiguration following cell shifting priority.
Simulation results show that the proposed dynamic TDD algorithm can guarantee high data rate and low
interference, thus effectively increases the network throughput.
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1 Introduction
In order to adapt to the explosive growth of mobile data
in the future and speed up the application of new ser-
vices, the 5th generation (5G) of mobile communication
technologies came into being. So far, the vision and de-
mand of 5G communication has been clear, while how
to integrate a variety of new technologies and existing
technologies to achieve an integrated 5G network has
become the focus of the current research.
5G is considered to be a converged network, many key

technologies studied in recent years, e.g., cognitive radios
and millimeter-wave communications, will be applied in
5G systems [1–3]. An important characteristic of 5G
system is the ultra-dense network deployment. In an
ultra-dense 5G network, a single cell can only serve lim-
ited number of users, and the traffic of each cell varies
greatly and fluctuates dynamically, which makes the fixed
time division duplex (TDD) frame configuration strategy
cannot meet the needs of different cells in different time
periods. The dynamic TDD technology can be used to
change the frame configuration of the cell dynamically to
adapt to the varied uplink and downlink traffic, so as to
improve the overall system throughput [4]. With dynamic
TDD technology, the adjacent cells may use different

TDD frame configuration because of variant traffic re-
quirements, leading to opposite transmission directions
(uplink or downlink) by these cells. For example, as illus-
trated in Fig. 1, cell #4 will also receive the downlink sig-
nals from cell #2 during its uplink reception, which will
cause cell-cell interference. Similarly, the UE #2 will also
receive the uplink signals from UE #4 during its downlink
reception, which will cause UE-UE interference. The re-
ferred cell-cell interference and UE-UE interference are
called cross-slot interference, which do not exist in trad-
itional synchronized networks with aligned downlink/up-
link transmission and reception.
With the newly introduced cross-slot interference as

mentioned above, it is recognized the interference prob-
lem in dynamic TDD system is more serious than that
of traditional LTE networks. In particular, the uplink re-
ception performance may deteriorate dramatically for
the reason that the base stations have greater transmis-
sion power and will lead to more cross-slot interference
[5]. Therefore, it is necessary to design proper dynamic
TDD schemes that can effectively reduce the cross-slot
interference and ensure the system throughput. Other-
wise, the throughput loss caused by cross-slot interfer-
ence may outweigh the throughput gain brought by
dynamic TDD.
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In addition to cross-slot interference problems, the
dynamic TDD also needs to consider the interference
and traffic balance. For dynamic TDD, the ideal situation
is to allocate uplink and downlink resources in propor-
tion to their traffic volume. However, it is not enough to
consider only the amount of traffic. If the interference is
not carefully addressed, the system throughput may be
seriously affected. Therefore, the uplink and downlink
sub-frame reconfiguration scheme must take into ac-
count both the network traffic and network interference
level to maximize the system throughput. As we know,
5G traffic has the characteristics of burst and fluctuation
with time. At the same time, 5G traffic also has time
correlation, which is stable in a certain period of time.
Therefore, we should consider the unification of histor-
ical data and instantaneous data when considering traffic
volume. To sum up, we need to combine the traffic
characteristics and the interference levels to design a
reasonable dynamic TDD scheme.
Literatures have studied varied dynamic TDD schemes,

including the proportion method, greedy method, evolu-
tionary game method, and soft reconfiguration method.
For the proportion method [6], the TDD frame configur-
ation whose UL/DL sub-frame ratio is closest to the UL/
DL traffic ratio is adopted. The commonly used propor-
tion method includes traffic volume-based schemes [7,
8] and buffer-based schemes [9–11]. The proportion
method is simple, but it cannot fully reflect the needs of
the network because it does not take into account the
order of UL/DL sub-frames. Due to its simplicity, the
proportion method is often used as the baseline scheme
to measure the performance of newly proposed dynamic

TDD schemes. The greedy method [12, 13] firstly calcu-
lates the gain of each sub-frame supposing it is an uplink
sub-frame or a downlink sub-frame and configures the
sub-frame following the direction that with larger gain.
The greedy method is able to adapt to the instantaneous
network load, but it might not be optimal during a long
period of time. The central idea of evolutionary game al-
gorithm [14] includes “choice” operation and “mutation”
operation. A player (corresponding to a home base sta-
tion) chooses its TDD frame configuration based on the
utility function where the policy with greater utility
function will be chosen with higher probability.
The soft reconfiguration method [15] reconfigures

TDD frame configuration following a transition diagram,
where for a cell, if the received interference from other
cells is greater than a threshold, it will choose from the
TDD frame configurations along the left direction of the
transition diagram, and if the interference it introduces
to other cells is larger than a second threshold, it will
choose from the TDD frame configurations along the
right direction of the transition diagram. Soft reconfigur-
ation method can ensure that all the cells have a good
SINR and therefore reduce the interference of the entire
network. Moreover, because the difference between the
adjacent frame configurations is small, the negative ef-
fect of frame reconfiguration is neglectable, which is
helpful to the stability of the network. However, the soft
reconfiguration method has two shortcomings that need
to be enhanced. First, there may be a situation that the
given two conditions are satisfied at the same time, i.e., a
cell receives serious interference while it also introduces
serious interference to other cells. When this happens, it

Fig. 1 Cross-slot interference introduced by dynamic TDD
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is impossible to determine whether the TDD frame con-
figuration should shift to left or to right along the transi-
tion diagram. Second, there is a probability that a cell is
continuously receiving heavy interference from other
cells under current TDD frame configuration, but it will
cause severe interference to other cells when it shifts its
TDD frame configuration along the right direction of
the transition diagram, therefore resulting in back and
forth reconfiguration between these two TDD frame
configurations.
Inspired by the soft reconfiguration method, we in this

paper propose an improved TDD frame configuration
scheme based on shifting. In the proposed scheme, the
cells are divided into groups, and it is regulated that the
cells in each group can only shift along the same direc-
tion. At the same time, we also define the shifting prior-
ity, which is set according to the interference and traffic
volume. These regulations ensure the practicability of
the soft reconfiguration scheme.

2 System model
Consider a clustered network architecture, where the
cells with severe cross-slot interference are distributed
to the same cell cluster and share the same TDD frame
configuration. Commonly used clustering methods in-
clude threshold method [16–18] and heuristic algorithm
[19]. Without losing generality, we use a threshold
method that based on link coupling loss [17]. Taking a
single cell cluster Β as an example, assume that there are
a total of N cells in the cluster and Mi users in cell #i.
Assume that a radio frame is composed of T sub-

frames, and we use DL/UL sub-frame number to repre-
sent DL/UL data volume. For cell i ∈ Β, the downlink
sub-frame number li can be determined by a formula (1)
if only the traffic volume is considered when designing
dynamic TDD frame configuration scheme.

li ¼

� XMi

j¼1

QDL
j tð Þ=CDL

j

XMi

j¼1

QUL
j tð Þ=Cj

UL þ
XMi

j¼1

QDL
j tð Þ=CDL

j

�T

�
ð1Þ

where ⌈x⌉ is the ceiling function, Qj
UL tð Þ and Qj

DL tð Þ are
the uplink and downlink data buffer size, and Cj

UL

and Cj
DL are the UE’s average UL/DL throughput in its last

TDD reconfiguration cycle. We can see from formula (1)
that the number of downlink sub-frame is proportional to
the downlink data buffer size of the cell and inversely pro-
portional to the average throughput of last TDD reconfig-
uration cycle. Because the instantaneous buffer size and
average throughput may be different, the downlink sub-
frame requirements are usually different among the cells.

When cell clustering is adopted, all the cells in the
same cluster have the same TDD frame configuration. If
we only consider the UL/DL data rather than the inter-
ference, the downlink sub-frames required in a radio
frame can be expressed as:

l ¼

� XN
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At any time t, assume there are Nt
UL cells being uplink

slot and Nt
DL cells being downlink slot, we know that

NUL +NDL =N. The UL/DL SINR of user #j in cell #i at
moment t is:

SINRUL j; i; tð Þ ¼ PUE−Cell j; ið Þhj;i
XNt

DL
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ð3Þ
where P(k, j) is the transmit power of node #k to node
#j; hk,j is the channel gain including antenna gain, path
loss, shadow fading, and penetration loss; N0 is the noise
power. Here, a node may be a cell or a UE.
If the number of downlink sub-frame of cell #i is ωi,

the worst DL/UL SINR of cell #i at time t can be
expressed as:

SINRUL
min i; tð Þ ¼ min

j¼1;2;…;Mk
SINRUL j; i; tð Þf g;ωi≤t < T

SINRDL
min i; tð Þ ¼ min

j¼1;2;…;Mk
SINRDL i; j; tð Þf g; 0≤t < ωi

ð4Þ
Then the worst SINR of cell #i in a radio frame is:

SINRi
min ¼ minfSINRUL

min i; 0ð Þ;…; SINRUL
min i;ωi−1ð Þ;

SINRDL
min i;ωið Þ;…; SINRDL

min i;T−1ð Þg
ð5Þ

Assume that a base station’s transmit power is much
larger than that of an UE, so cell-cell interference is usu-
ally much severe than UE-UE interference. To simplify,
we assume that the worst SINR exists in uplink, i.e., the
formula (5) can be reduced to:

SINRi
min ¼ min SINRUL

min i;ωið Þ;…; SINRUL
min i;T−1ð Þ� �

ð6Þ
If a cell is able to transmit data successfully in a radio

frame, the worst SINR should be no less than the thresh-
old Thres, that is:
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SINRi
min≥Thres ð7Þ

The following conditions should be met for the cells
in a whole cluster that can transfer data normally within
a cluster:

min
i¼1;2;…N

SINRi
min

� �
≥Thres ð8Þ

Based on the formula (8), we can design the corre-
sponding dynamic TDD configuration scheme, which
will be detailed in the next section.

3 Dynamic TDD frame configuration scheme
In this paper, we propose a shifting-based TDD frame
configuration scheme. The cells in a cluster are divided
into three groups: left-shifting group, right-shifting
group, and non-shifting group, and the cells in each
group can only shift along the same direction, i.e., left or
right. Furthermore, the shifting operations follow shift-
ing priority rules.

3.1 Shifting priority
Every cell has a shifting priority, which is used to indi-
cate the processing order of the corresponding cell, i.e.,
the cell with higher shifting priority can prioritize its
TDD frame configuration. The cell shifting priority is
composed of two parts: the interference priority part
and the service priority part. The interference priority is
defined as the worst SINR deviation from the SINR
threshold (it should be ensured that the worst SINR of a
cell should be greater than the SINR threshold). The
higher the interference priority is, the easier it can meet
the requirements of the interference conditions and the
greater it can contribute to the cell shifting priority. The
service priority indicates how close the radio frame con-
figuration is to the traffic; the higher the service priority
is, the easier it can satisfy the requirement of the traffic
and the greater it can contribute to the cell shifting
priority.
We know that the more downlink sub-frames a cell

uses, the stronger its anti-interference ability is and the
more interference it will bring to other cells. For a low
SINR cell, it is better to increase the downlink sub-
frames to enhance its anti-interference ability, and we
use its neighboring cell’s worst SINR reduction as the
interference priority, which is denoted as SiR . Similarly,
for a high SINR cell, we should reduce its downlink sub-
frames to reduce the interference to adjacent cells, and
we use its worse SINR reduction as the interference pri-
ority, which is denoted as SiL.
The service priority is relevant to the traffic volume

and cell clustering strategy, considering that it is not de-
terministic whether li or l is larger and there are two sit-
uations when calculating the service priority: (1) If li is

larger than l, improving the service priority is equivalent
to increasing the number of downlink sub-frames, which
is denoted as TrafficiR ; (2) if li is smaller than l, improv-
ing the service priority is equivalent to decreasing the
number of downlink sub-frames, which is denoted as
TrafficiL.
When the interference priority and the service priority

are jointly considered, the shifting priority calculation
can be divided into two cases: (1) If there are few down-
link sub-frames, we need to increase the downlink sub-
frames to increase the shifting priority PrioriR that is de-
termined by SiR and TrafficiR ; (2) if there are excessive
downlink sub-frames, we need to decrease the downlink
sub-frames to decrease the shifting priority PrioriL that is

determined by SiL and TrafficiL.

3.1.1 Case 1: shifting priority calculation when increasing
downlink sub-frames
Assume the downlink sub-frame number of cell #i is ωi,
and we will calculate its cell shifting priority PrioriR when
its downlink sub-frames increase to ωi + 1, where 1 ≤ ωi

< T − 1.
Firstly, we will calculate SiR . It is known that a cell’s

worst SINR value will become larger when its downlink
sub-frames increase, and at the same time, other cells’
worst SINR values will become smaller. So, we need to
evaluate to what degree the neighboring cells’ worst
SINR deteriorate by increasing a cell’s downlink sub-
frames. We use SINRminik to denote the worst SINR of
cell k (k ≠ i) after cell i increases its downlink sub-
frames, and we have:

SINRik
min ¼ min SINRk

min; SINR
UL
min k; tð Þ� �

≤SINRk
min

ð9Þ

For cell #k, the more SINRk
min is near to Thres, the

more serious its worst SINR will be. Define ΔSINRRik as
the worst SINR reduction by deducing downlink sub-
frames of cell i:

ΔSINRik
R ¼ SINRk

min − SINRik
min

SINRk
min − Thres

ð10Þ

It is obvious that 1≥ΔSINRRik≥0, where ΔSINRRik ¼ 0
means that the worst SINR of cell #k will not deteriorate
and ΔSINRRik ¼ 1 means that the worst SINR of cell #k
will decrease to Thres, which is the worst case among
the viable options. ΔSINRRik > 1 indicates that the worst
SINR of cell #k is lower than the threshold and it is not
a viable option.
Interference priority is related to the SINR deterior-

ation when increasing the downlink sub-frames of cell
#i. The smaller the SINR deterioration, the greater SiR
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will contribute to the shifting priority. SiR can be calcu-
lated as follows:

1. If ΔSINRRik < 1, SiR is a viable option and a finite
positive number. The closer to 0 the value of Δ
SINRRik is, the bigger the SiR will be; the closer to q
the value of ΔSINRRik is, the smaller the SiR will be.
It is ideal that all ΔSINRRik values stay away from 1,
i.e., the closer to 1 the value of ΔSINRRik is, the
greater it will impact on SiR. Considering this
characteristic, we use harmonic mean value for SiR.

2. If ΔSINRRik ¼ 1, SiR is the worst case among the
viable options, whose value is 0.

3. If ΔSINRRik > 1, SiR is not a viable option and it has
a negative value.

According to the above analysis, the formula of SiR can
be obtained:

SiR ¼

N−1
XN

k¼1;k≠i

1

1−ΔSINRik
R

; max ΔSINRik
R

� �
< 1

0;

max ΔSINRik
R

� � ¼ 1

−1; max ΔSINRik
R

� �
> 1

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð11Þ
Traffic priority TrafficiR is related to the traffic state of

cell #i when the downlink sub-frames increase, which
can be expressed as:

TrafficiR ¼ li−l
li−ωi−1j j ð12Þ

Considering there are cases that ωi > li, we use abso-
lute value that is adopted for the denominator of the for-
mula (12). Due to that li > l, TrafficiR > 0 holds. The

greater the value of TrafficiR is, the more accurate it can
reflect the actual traffic needs, and the greater the shift-
ing priority will be.
The shifting priority of cell i ∈ ΒR when its downlink

sub-frames become from ωi to ωi + 1 can be expressed as:

PrioriR ¼ SiR⋅Traffic
i
R; 1≤ωi < T−1

−1; Others

�
ð13Þ

3.1.2 Case 2: shifting priority calculation when decreasing
downlink sub-frames
Assume the downlink sub-frame number of cell #i is ωi, and
we will calculate its shifting priority Priori when its downlink
sub-frames decrease to ωi− 1, where 1 ≤ωi <T− 1.

Firstly, we will calculate SiL . It is known that a cell’s
worst SINR value will become smaller when its downlink
sub-frames decrease, and at the same time, other cells’
worst SINR values will become larger. So we need to
evaluate to what degree the cell’ worst SINR deteriorate
by decreasing its downlink sub-frames. We use SINRminii

to denote the worst SINR of cell i after it decreases its
downlink sub-frames, and we have:

SINRii
min ¼ min SINRi

min; SINR
UL
min i; tð Þ� �

≤SINRi
min

ð14Þ
Define ΔSINRL

ii as the worst SINR reduction by dedu-
cing its downlink sub-frames:

ΔSINRii
L ¼ SINRi

min − SINRii
min

SINRi
min − Thres

ð15Þ

We can get the interference priority SiL as follows:

SiL ¼
1−ΔSINRii

L; max ΔSINRii
R

� �
≤1

−1; max ΔSINRii
R

� �
> 1

8><
>:

ð16Þ

The traffic priority TrafficiL when the downlink sub-
frames decrease is:

TrafficiL ¼
l−li

li−ωi þ 1j j ð17Þ

The shifting priority of cell i ∈ ΒL when its downlink
sub-frames decrease from ωi to ωi − 1 can be written as:

PrioriL ¼ SiL⋅Traffic
i
L; 1 < ωi≤T−1

−1; Others

�
ð18Þ

After obtaining the shifting priority that is determined
by both of the interference priority and the traffic prior-
ity, if we want to increase the downlink sub-frames, we
can choose the cell with the maximum PrioriR value, and
if we want to decrease the downlink sub-frames, we can
choose the cell with the maximum PrioriL value.

3.2 Dynamic TDD frame configuration
For the dynamic TDD frame configuration method based
on traffic and interference, we give priority to increasing the
downlink sub-frames for cells with high PrioriR and decreas-
ing the downlink sub-frames for cells with high PrioriL . The
TDD frame configuration includes the following processes.

3.2.1 Cell set partition
For the shifting-based dynamic TDD scheme, the cells in
a cluster are firstly partitioned into three groups accord-
ing to different shifting directions: left-shifting group BL,

Gao et al. EURASIP Journal on Wireless Communications and Networking  (2017) 2017:91 Page 5 of 10



right-shifting group BR, and non-shifting group BM. The
cells in each group can only shift along single direction,
i.e., left or right. For simplicity, the following assump-
tions are adopted [20, 21]:

1. Both the uplink sub-frames and downlink sub-
frames are continuous; furthermore, the downlink
sub-frames are in front of the uplink sub-frames.

2. For any TDD configuration, there is at least one
uplink sub-frame and one downlink sub-frame, so that
there is traffic in the downlink direction and uplink
direction at any time, i.e., ωi∈ {1, 2,…,T − 1}.

Take Fig. 2 for example: the blue rectangles represent
downlink sub-frames and the red rectangles represent
uplink sub-frames. The relationships between li and l are
also illustrated in the figure. According to the numerical
relationship between li and l, the partition of the cell set
is as follows:

BM ¼ Cell2f g; where li ¼ l
BR ¼ Cell3;Cell4;Cell6f g; where li > l
BL ¼ Cell0;Cell1;Cell5f g; where li < l

ð19Þ

We do not deal with the cells in the non-shifting
group, and we shift to the right for the cells in the right-
shifting group and shift to the left for the cells in the

left-shifting group. Next, we will obtain the right shifting
priority PrioriR and left shifting priority PrioriL ,
respectively.

3.2.2 Right shifting and left shifting
As depicted in Fig. 3, cell i ∈ BR means that the number
of downlink sub-frames will change from ωi to ωi + 1,
where 1 ≤ ωi < T − 1.
We will choose proper cells from the right-shifting

group to move them to the right. Firstly, we need to calcu-
late the right shifting priority for all the cells within the
group. Right shifting priority has taken into account the
factors of traffic and interference, and the right shifting
operation will increase the interference to other cells and
reduce the interference to itself. The value of PrioriR may
be positive, zero, or negative. Positive value means that
the right shifting operation will make the network per-
formance better, negative value means the opposite, and
zero value indicates that the gain and loss are balanced.
After obtaining the right shifting priority PrioriR for

the cells in the right-shifting group, we will choose the
cells following the right shifting selection criterion,
which is as follows:

1. If max PrioriR
� �

> 0 holds for all cells in the right-
shifting group, the cell with maximal PrioriR will be

Fig. 2 Example of cell set partition

Fig. 3 Right shifting example
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selected. If there are more than one cell meet this
condition, select one from them randomly.

2. If max PrioriR
� � ¼ 0, then select the cell with the

smallest impact on other cells’ SINR by right shifting
operation.

3. If max PrioriR
� �

< 0, ignore the right shifting operation.

As shown in Fig. 4, cell i ∈ BL means that the number
of downlink sub-frames will change from ωi to ωi − 1,
where 1 < ωi ≤ T − 1.
Similar to the right shifting operation, we can compute

the left shifting priority for the cells in BL. Left shifting
priority also needs to consider the amount of traffic and
interference, because the left shifting operation will reduce
the interference to other cells and increase the interfer-
ence to themselves. After obtaining the left shifting prior-
ity, we can select the cell from BL that needs to shift left.
The left-shifting cell selection principle is similar to that
of the right shifting priority, which is omitted here.

3.2.3 Shifting flow
With respect to the proposed dynamic TDD scheme
based on traffic and interference, we give the flows of
shifting as follows:

Step 1: Obtain the downlink sub-frame numbers li and
l according to formulas (1) and (2). Partition the cells
into three groups: left-shifting group BL, right-shifting
group BR, and non-shifting group BM.
Step 2: If the corresponding interference is small for li,
i.e., it meets the condition of formula (8), then the
shifting strategy which coincides with the W-TDD
method [19] is adopted, and if the corresponding inter-
ference for l is too big, the C-TDD method is adopted.
In all other cases, shifting-based dynamic TDD is used.
Step 3: The initial state is the same as that of W-TDD
method.
Step 4: Calculate the right shifting priority according to
the formulas (9)~(13) and perform right shifting
operation following the principle of right shifting.
Step 5: Calculate the left shifting priority according to
the formulas (14)~(18) and perform left shifting
operation following the principle of left shifting.
Step 6: Iterate step 3 and step 4 until the condition of
formula (8) is met for all cells.

4 Simulation results
4.1 Simulation parameters
We have constructed dynamic system level simulation
platform based on VC++ referencing the enhanced small
cell deployment scenario [22, 23], and the simulation pa-
rameters are listed in Table 1. FTP model 1 service
model is used and the FTP packet size is 0.5 M bytes.
The dynamic TDD reconfiguration cycle is set to 40 ms
[24]. The UEs move in random directions within the
simulation area with the preset speed. The performance
evaluation is carried out from two aspects: SINR and
average packet throughput, where packet throughput is
defined as the ratio of the file size to the transmission
time, including queuing time and the packet transmis-
sion time. In the simulation, low (λUL = λDL = 0.5) to
moderate (λUL = λDL = 1.5) packet arrival rate are
considered.

4.2 Simulation results
In order to verify the effectiveness of the proposed
shifting-based dynamic TDD (S-TDD) scheme, the

Fig. 4 Left shifting example

Table 1 Simulation parameters

Name Value

Simulation scenario 2 clusters/macro cell; 4 small cells/
cluster

Inter-site distance 30 m

Carrier frequency 3.5 GHz

Bandwidth 10 MHz

Channel model ITU M.2135 UMi

Transmit power 24 dBm

Scheduling strategy Proportional fairness (PF)

UE number 2 UE/macro cell

Antenna pattern Omni-directional

Antenna height Base station, 6 m
UE, 1.5 m

Antenna gain plus connection
loss

5 dBi

UE movement speed 3 km/h

Service type FTP model 1:
λUL = λDL = 0.5 (low arrival rate); λUL = λDL
= 1.5 (moderate arrival rate)

Reconfiguration cycle 40 ms

Worst SINR threshold (S-TDD) 0 dB
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performance is compared with that of W-TDD algo-
rithm [22] and C-TDD algorithm [21].
In the case of moderate packet arrival rate, the down-

link and uplink SINR results are shown in Figs. 5 and 6,
respectively. It can be seen that the downlink SINR per-
formance of C-TDD algorithm is a little worse than that
of W-TDD algorithm; however, the uplink SINR per-
formance is better than that of W-TDD algorithm. The

reason is that W-TDD algorithm may cause a lot of
cross-slot interference and C-TDD algorithm can elimin-
ate this kind of interference while keeping traditional
interference. The simulation results show that the C-
TDD method can improve the uplink SINR performance
at the expense of a slight deterioration of the downlink
SINR and therefore improves the overall system
performance.

Fig. 5 UE downlink SINR

Fig. 6 UE uplink SINR
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The proposed S-TDD algorithm preserves partial
cross-slot interference and traditional interference, and
the SINR performance lies between that of W-TDD al-
gorithm and that of C-TDD algorithm. The S-TDD
method sets the worst SINR threshold to 0, because the
SINR of almost all users is greater than 0 and it can en-
sure the fairness among the UEs and avoid the emer-
gence of poor wireless links.
Figure 7 shows the average packet throughput in the

case of low packet arrival rate (λUL = λDL = 0.5), and Fig. 8

shows the average packet throughput in the case of
moderate packet arrival rate (λUL = λDL = 1.5). It can be
seen that the C-TDD method has a relatively low down-
link average packet throughput comparing with the W-
TDD method while the average uplink packet through-
put performance is improved. There are two factors that
limit the packet throughput: SINR and to what degree
the TDD configuration is compliant to the traffic re-
quirements. Too low SINR will lead to poor channel
capacity, which will limit the upper bound of the packet

Fig. 7 Average packet throughput at low packet arrival rates

Fig. 8 Average packet throughput at moderate packet arrival rates

Gao et al. EURASIP Journal on Wireless Communications and Networking  (2017) 2017:91 Page 9 of 10



throughput. The mismatch between the TDD configur-
ation and the traffic requirements will result in a redun-
dant resource in downlink/uplink direction and a lack of
resources in the other. As can be seen from Fig. 7, due
to the low packet arrival rate and high SINR, the
throughput improvement by C-TDD method cannot
compensate for the throughput reduction due to match-
ing between TDD configuration and the traffic. In Fig. 8,
due to moderate packet arrival rate and low SINR, the
SINR becomes the main factor that limit the system
throughput, and the throughput gain by cell clustering is
higher than the throughput loss by non-ideal TDD con-
figuration. Therefore, it is necessary to use the W-TDD
method when the load is low, while it is necessary to
adopt C-TDD method to resist the interference.

5 Conclusions
This paper presents a dynamic TDD algorithm that con-
siders both traffic and interference factors to guarantee
system performance. The proposed dynamic TDD
method shows better performance on the aspect of up-
link and downlink throughput in cases of low to moder-
ate load comparing with that of W-TDD method and C-
TDD method. Furthermore, the proposed method will
turn into W-TDD method or C-TDD method in condi-
tions of low SINR or high SINR, respectively. The pro-
posed dynamic TDD method can avoid the occurrence
of wireless communication links with too low SINR,
which ensures high average packet throughput.
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