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Abstract

This article studied rate allocation in collaborative transmission over heterogeneous wireless access networks. With
the introduced pricing function, which uses the occupied spectrum to describe the cost in data transmission, rate
allocation is formulated as a concave optimization problem and the explicit solution has been obtained. Instead of
transmitting through all available networks in pursuit of fairness, the proposed rate allocation scheme distributes
traffic to available networks in an unbalanced way according to both spectral efficiency and network status.
Simulation results have shown that compared with other methods, the new scheme can maximize the total utility
gained in collaborative transmission and avoid congestion effectively.

Introduction

Nowadays a mobile terminal (MT) with multiple radio
transceivers can connect to different wireless access net-
works. Meanwhile, applications such as voice, video as
well as bulk data may need to be run on the MT simultane-
ously and some of them are bandwidth-hungry. However,
any single type of existing wireless and mobile networks
cannot meet these requirements. Therefore, heteroge-
neous wireless access networks have become more and
more attractive and they have been built up as a short-
distance wireless access network to satisfy different kinds
of applications, such as wireless meeting rooms, wireless
E-education, smart houses, and so on.

Since the traffic flow can be distributed among differ-
ent available access networks to fulfil one transmission
task, the rate allocation problem can be regarded as how
to divide the traffic among networks that might be loaded
differently. Rate allocation over heterogeneous networks
(HetNets) can make full use of available resources in dif-
ferent networks and has been studied in [1-5]. In [1,2],
cooperative game theory has been applied to rate control
and rate allocation at the network level, where the quality
of service (QoS) can be guaranteed as long as the required
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transmission rate is satisfied. The non-cooperative game
framework of bandwidth allocation in 4G heterogeneous
wireless access networks has been discussed in [3]. In [4],
an H*-optimal control formulation for allocating rates to
devices over multiple access networks with heterogeneous
time-varying characteristics has been proposed for the
worst-case scenario. To support multiple video streams, a
pricing-based mechanism has been introduced to the bit-
rate allocation [5], where the price is adjusted based on
the difference between supply and demand for the cur-
rent slot. In all the above works, the throughput gain has
been chosen as the optimization objective without consid-
ering the heterogeneity of spectral efficiency and network
status and all the available networks must participate in
collaborative transmission. Then the heavy-load network
will be easily saturated and packets will be dropped. Fur-
thermore, it makes no sense for a low traffic flow to be
distributed to different networks in pursuit of fairness,
where the cost of packet disassembling and resembling
cannot be ignored.

Therefore, network status should be considered in rate
allocation over HetNets. It can be described using the
resource utilization since a network is more saturated with
more resources occupied. Then similar as [6], a pricing
function can be used to allocate the transmission rate
according to network status and distribute more traffic
to light-load networks to prevent network congestion. In
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this article we have focused on networks such as WiMax,
UWB, Cellular networks, etc., where frequency sub-bands
are the resources to be allocated [7]. With the utilized
resource described by the occupied spectrum, the pricing
function is modelled as the resource cost in data trans-
mission and the utility of an MT can be formulated as
the throughput gain minus the resource cost. Then rate
allocation becomes a global optimization problem, where
the traffic is transmitted at a minimum resource cost, and
an explicit solution can be obtained based on the con-
vex optimization theory. It is straightforward to extend
our scheme to other cases, such as time-slotted systems,
where the pricing function is introduced based on occu-
pied time-slots and the rate allocation problem can be
formulated using a similar framework to prevent network
congestion.

Model and problem formulation

Wireless transmission

In wireless communications, transmission rate can be
adjusted dynamically based on the channel quality using
the adaptive modulation. Assume n networks are built up
with overlapped coverage. Then the bit error rate (BER)
over a single-input single-output Gaussian noise channel
in network i for the uncoded quadrature amplitude modu-
lation (QAM) with square constellation can be calculated
as follows [6,8]

—1.5y;
BER; = 0.2 exp ((28)/{)) , (1)

where y; is the signal to noise ratio (SNR) at the receiver
and ¢; denotes the spectral efficiency of the selected mod-
ulation scheme in network i. To guarantee the quality
of transmission, BER should not exceed a certain level,
denoted by BER™. Then the spectral efficiency of trans-
mission for an MT in network i can be obtained from

1.5
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Assume that the value of BER is available at the trans-
mitter by using channel estimation. Then the transmission
rate 7; (in bits per second) can be calculated according to
the occupied spectrum f;, i.e.,

o 3)

Model and notation

Assume that N HetNets are available to an MT. Let the
available bit rate (ABR) in network i be u; fori =1,...,N,
which can be measured via online measurement tools [4]
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or estimated using the Markov model [9]. For the kth
incoming traffic flow vg in the coverage area, the strategy
in network i corresponds to the allocated rate x;, where
0 < x;x < w; and the utility gained in transmission is a
function of x; x, denoted by U;(x; x). Then the target of rate
allocation is to maximize the global utility, i.e.,

N

max Z U; (xix)

O=<wjk=<pi
14

N
s.t. in,k = Ug. (4)
i=1 i=1

For simplicity, the cost of packet disassembling and
reassembling has not been considered in this article.

Mathematical formulation

If there are M traffic flows in network i and f;; is the
occupied spectrum of the jth flow, then similar as [6], the
pricing function can be defined as follows

n n

M M
Pir)=b+ow Zf” =b+ow Zci,jri,,’ , (5)
j=1

j=1

where b is the price base, w and 7 are used to adjust
the growth speed of the price according to the occupied
spectrum. Here, b, w and n are non-negative constants
with n > 1 in order to make the pricing function con-
vex. Let ¢;; = %, where ¢&;; is the spectral efficiency for

the transmission of traffic flow j over network i and r;
denote a rate vector of the M traffic flows in network j, i.e.,
I = {ri,l, ey ri,M}. As shown in (5), the price is defined
as a function of the total occupied spectrum in the cover-
age area. This means that when a coverage area becomes
congested, the spectrum resource will become scarce and
higher price will be charged to gain more revenue. There-
fore, the nondecreasing pricing function in (5) can avoid
saturation in a wireless network [10]. Furthermore, b, w
and n can be set according to specific applications or
user preference. For example, the price base b can be the
monthly rentals in telecommunication. Then b = 0 for the
free access networks such as WiFi. For networks with fixed
spectrum assignment, set w = 0 so that network status is
not taken into consideration. The parameter 7 is useful for
random access networks, where the price rises fast with
the increase of the occupied spectrum. In this article, for
simplicity, set b = 0, w = 1.0, and n = 1.0 for all networks.

Let «; be the unit throughput gain of network i. Without
loss of generality, assume among the M traffic flows in net-
work i, the kth flow is for the incoming traffic flow, while
the others are existing ones. Therefore, r;x = x;x. Then
the revenue for an MT in transmission over network i can
be described as the total throughput gain of network i, i.e.,
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a;x; x and the utility gained from network i can be defined
as the revenue minus the spectrum resource cost, i.e.

U (xix) = otiipe — Py (1) . (6)
Then rate allocation over networks can be modelled as a
global maximization problem Pg

N

max Z Ui (xi k)

0<x;r<pmi
=Xk =i i—1

N
S.t. Z Xik = Uk
i=1

OSxL,kSI’Lly i:].,...,N

Take the first and second partial derivatives of Zfi 1
U;(x; ;) with respect to x; ¢, we obtain

n
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It is easily checked that 92 Z{il Ui(xi,k)/axfk < 0. There-

fore, Zf\i 1 Ui(x;x) is a concave function of x;x and Pg is a
convex optimization problem.

Proposition 2.1. Since Zi\il U;(x;x) is concave in x; x and
has continuous first partial derivative, the optimization
problem Pg can be formulated as a Lagrangian function,
where the first-order Kuhn-Tucker conditions are neces-
sary and sufficient for optimality. Therefore, the solution
of (7) can be obtained as follows

N
. Eik 1
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The proof of Proposition 2.1 can be found in the
Appendix. In (9), Zinl#k c1jr;j denotes the occu-
pied spectrum in network [/ before rate allocation and
Si,k/Z?i 1 €1k is the ratio of the spectral efficiency of
the kth traffic transmission in network i to that of all
available networks. Therefore, Z]Ai vk (uiry = cijrij)
denotes the difference between the occupied spec-
trum in network / and that in network i before
rate allocation, which is used to adjust the allo-
cated rate. However, if uv;+ % Zfil epxlo; —ap) <
1 N M
3 D=1 €Lk ijl#k (cijrij — cl,jrl,j), then x;x < 0. That
means available spectrum in network i is much less than
others and the solution will be feasible by setting x; x = 0.

Proposition 2.2. When the networks become identical
with the same unit throughput gain and the same occu-
pied spectrum, then

e
Xk = min Nli’kvk, i (10)
DI €Lk

Proof. When the unit throughput gain of all networks is
the same, (o; — ;) = 0. Also Zinl,j;ék (cijrij — cijrij) =0
when the networks are identical with the same occupied
spectrum. Then, (9) becomes (10).

Equation (10) the same as the proportional allocation
with only the throughput gain as the utility function in the
Nash bargaining game[1].

Fairness index of rate allocation

In order to measure the “equality” of the rate allocated in
different networks, a fairness index is defined as that in
[11,12].

(Zf\; Ri,k)2

IR =~ (11)
N3 s R?,k
where R, = i’T" is the ABR utilization ratio in network

iand Ry = (RLI/(,Rz,k, ..., Rn ). Obviously, this fairness
index is a measure of the balance of the ABR utilization
ratio in rate allocation. If all the networks have the same
ABR utilization ratio, then I = 1 and the rates allocated in
networks are proportional to their capabilities in a com-
pletely balanced way. If I # 1, some networks will be given
preference to transmit.

Performance evaluation

Parameter setting

Assume three networks with overlapped coverage are
available to an MT, where frequency sub-bands are the
resources to be allocated. To model multimedia traffic in
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Table 1 Parameters in three experiments
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Experiment Number of existing SNR of exsiting streams SNR of the incoming
streams in each network in each network traffic in each network

1 55,5 0.1, 0.1, 0.1 0.2, 0.1, 0.07

2 555 0.2, 0.1, 0.07 0.2, 0.1, 0.07

3 57,10 0.1, 0.1, 01 02,0202

networks, assume video streams with a rate of 64 Kbps
and a packet size of 1,000 bytes need to be transmitted
through the networks. Let the target BER be the same
for all users in any network and set BER®™ = 1074, for
i=12,3.

Numerical results

With different access technologies, HetNets are different
in network coverage, network status, spectral efficiency
and the resulting network capability. Network status can
be characterized by the occupied spectrum since a net-
work is more saturated with more spectrum resources
utilized. Moreover, the SNR at the receiver is decided by
the position of an MT within a network and is related
with the spectral efficiency as in (2). Then according to (3),
the transmission capability is decided by both SNR and
the occupied spectrum. To verify that our scheme allo-
cates rates based on spectral efficiency and network status,
we conduct three experiments, where SNR and occupied
spectrum are used to describe the heterogeneity of differ-
ent networks. The parameters of these three experiments
are shown in Table 1.

Experiment 1. Three networks have the same occupied
spectrum, but different spectral efficiency.

Assume there are five existing streams in each network
and they are from 5MTs, respectively. Set the received
SNRs of all existing streams to 0.1, then the occupied spec-
trum in each network is the same. Suppose the SNRs for
anew MT in three networks are 0.2, 0.1, and 0.07, respec-
tively. Then the spectral efficiency for the new MT in each
network is different with the largest value in network 1.
Rate allocation is carried out according to (10) and the
results are shown in Figure 1. We observe from the figure
that when the transmission rate in network 1 is below
300 Kbps, the traffic will be distributed to all networks in
proportional to their spectral efficiencies respectively and
the rate allocated to network 1 is the largest.

Experiment 2. Three networks have different occupied
spectrum and different spectral efficiency.

Again assume five existing streams in each netowrk with
the received SNRs equal to 0.2, 0.1, and 0.07, respec-
tively. Then according to (3) the occupied spectrum of
these three networks is 5.73, 11.35, and 16.17 KHz, respec-
tively. Moreover, the spectral efficiencies for a new MT

1%
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Figure 1 Rate allocation in networks with the same occupied spectrum.

500 600 700 800 900




Liu et al. EURASIP Journal on Wireless Communications and Networking 2012, 2012:236

http://jwcn.eurasipjournals.com/content/2012/1/236

Page50f8

x 10
9 )
*/
gl | —* aggregated traffic flow rate «
—O6— network 1 )K/
71 —<— network 2 < |
—+8— network 3 * -

Allocated rate in Kbps

300
Requirement of traffic flow rate in Kbps

400
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in these networks are assumed to be different. The rate
allocation results are shown in Figure 2. We observe
that the incoming traffic flow prefers to choose networks
with less occupied spectrum and higher spectral efficiency
for transmission. Only network 1 is chosen to transmit
when the required flow rate is below 150 Kbps. When
the required flow rate is no more than 350 Kbps, net-
work 3 with limited capacity will not transmit to avoid

Experiment 3. Three networks have different traffic load
and the same ABR.

Assume the ABR is the same in different networks with
the value of 300 Kbps. Let the number of existing streams
in different networks be 5, 7, and 10, respectively, and the
SNR be the same for these streams. Then the network
load and the occupied spectrum are different for each net-
work. The rate allocation results are shown in Figure 3. We
observe that the traffic tends to be distributed to networks
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Figure 3 Rate allocation in networks with the same ABRs (5,7,10 video streams in network 1,2,3).
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Figure 4 Total utility in collaborative transmission with different methods.

with less traffic load and less occupied spectrum. Network
3 will not transmit until the required flow rate exceeds
250 Kbps.

In summary, the above experiment results show that the
proposed method can select one or several networks to
transmit data and distribute the traffic to them accord-
ing to their spectral efficiencies and network status. Our
scheme is different from the method in the bargaining

game [1] or that based on the bankruptcy game [2]. In the
bargaining game, HetNets are rational players and they
complete the high-speed transmission in a cooperative
way. The players’ interests may conflict and an outcome is
collectively negotiated to benefit all the individuals. With
the global throughput gain as the objective, the bargain-
ing game framework will result in an average allocation.
For example, assume the rate of the incoming traffic is
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Figure 5 Fairness index of ABR utilization.
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450 Kbps and the ABRs of three available networks are
300, 250, and 150 Kbps, respectively. Then the allocated
rate is 150 Kbps for each network, which will exhaust
the ABR of network 3 and lead to high packet loss. In
the meantime, the ABR utilization ratio of network 1 is
only 50%. Obviously, the above problem can be solved if
more traffic is distributed to network 1. In the bankruptcy
game, the traffic could be distributed to networks in a
similar way as the assignment of asset for creditors in
bankruptcy. According to the superadditivity property of
the grand coalition, the global payoff will be maximized
with the participation of all networks. However, the traffic
distributed to heavy-load networks will cause congestion.
It is obvious that the network status has not been fully
studied in all the above cases, while our scheme can pro-
vide a better solution, where a heavy-load network can exit
cooperation.

In the real life situation, the occupied spectrum and
the spectral efficiency are different for different networks.
So the scenario in experiment 2 is more representative.
We compare the total utility gained for an MT in the
scenario of experiment 2 using our scheme with those
obtained by other methods and the results are depicted
in Figure 4. As shown in (6) and (7), our scheme is
to maximize the throughput gain with the least spec-
trum cost, so it distributes traffic to light-load networks
because of higher price barriers set in heavy-load net-
works. In the game frameworks above, rate allocation only
takes fairness into consideration and the traffic allocated
to heavy-load networks will lead to more resource cost.
Therefore, these schemes have worse performance com-
pared with ours.

In addition, the fairness index of ABR utilization ratio
of different schemes is compared in Figure 5. It has shown
that the balance degree of the ABR utilization ratio is
the best in the bankruptcy game framework, while it is
the worst in the proposed method. This phenomenon
implies that the proposed rate allocation scheme improves
performance at the cost of fairness.

Conclusions

Using the occupied spectrum to represent the network
status, a nondecreasing pricing function is introduced to
describe the resource cost in transmission. To achieve the
throughput gain at a minimum resource cost, rate alloca-
tion can be formulated as a concave optimization problem
and the explicit solution has been obtained. Experiment
results have shown that the proposed method can serve
as an access selection method, which distributes the traf-
fic according to both spectral efficiency and network
status. The results also show that compared with other
schemes the proposed method has the highest total util-
ity gained from networks with the traffic distributed in an
unbalanced way.
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Appendix

Proof of Proposition 2.1

As shown in (8), the second partial derivation of
Zfil U;(x;x) is negative, so it is concave and (Ps) can
be solved based on the optimization theory. Moreover,
Zﬁil U;(x;x) has a continuous first partial derivation,
which implies the first-order Kuhn-Tucker conditions are
necessary and sufficient for optimality [13]. Define the
Lagrangian function as L (xi,k, n, 8i, g“i), where n < 0,8; <
0,;;<0,fori=1,...,N

L (xijor 86 C0) = Y | etisip —

M
> cijrij | ik
i=1 =1

N
+1 <Z Xik — Uk)
i=1

N

+ Z d; (xi,k

i=1

N
— i) — Z Ci%ik
i=1

(12)

The first-order Kuhn-Tucker conditions are

M
oL ‘
FY =o;— Z Cijtij—2CiXik+n+6;—¢;, i=1,...,N
ik j=1j#k
(13)
N
oL
=) Xik — Uk (14)
and
Sitix — i) =0,8; <0, i=1,...,N (15)
{ixik =00, i=1,...,N (16)

As the problem P shows, the value of x; is either zero
or a positive number, which is no more than u;. Therefore,
three cases are considered below.



Liu et al. EURASIP Journal on Wireless Communications and Networking 2012, 2012:236

http://jwcn.eurasipjournals.com/content/2012/1/236

Case 1. 0 < x;; < p; Equation (15) and (16) imply §; =
0, ¢; = 0 separately. Therefore

M

o — Ciilii — 2C; kX; =0,
i Zj:l,j#k ijrij ikXik +1

i=1,...,N

Zil Xik = Uk

Then
Eik 1 N
i,
Xk =7 |\t 3 Z &1k (o — ap)
Z el,k =1
=1
1 N M
+§ Z ELk Z (Cl,jrl,j — c,',jr,-,/) ,i=1,...,N

Case 2. x; = [u;
It follows from (15) that §; < 0 and (16) implies ¢; = 0.
Therefore

M
o — E Ciilii— 2C; kX =—68; > 0,x 1 < i
i i1,k S0 kXik+ 1 i Z U Xik = Wi

Eik 1 N 1 N
Soxix = Tf\zl o (Uk + 32 m ek (o — o) + 530
=1 ©L,

M
ELk D=1tk (erjry = cigr i»}‘))

Case3. x;; =0
It follows from (16) that ¢; < 0 and (15) implies §; = 0.
Therefore

M
o — ZJ.ZU o Gl 2cixik + 1 =108 <0,%% =0

1 N 1 N M
So vk + 5 ek (@i—a) + 5D 1 ek Z}’zl,j;&k
(cl,jrl,j — C,‘,jr,‘,j) <O0andx; <0

Therefore x;; = 0.

In summary, the solution of Pg can be calculated using

9).
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