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Abstract

Video conferencing is a communication technology that allows multiple users to communicate with each other by
both images and sound signals. As the performance of wireless network has improved, the data are transmitted in
real time to mobile devices with the wireless network. However, there is the limit of the amount of the data to be
transmitted. Therefore it is essential to devise a method to reduce data traffic. There are two general methods to
reduce data rates: extraction of the user’s image shape and the use of virtual humans in video conferencing.
However, data rates in a wireless network remain high even if only the user’s image shape is transferred. With the
latter method, the virtual human may express a user’s movement erroneously with insufficient information of body
language or gestures. Hence, to conduct a video conference on a wireless network, a method to compensate for
such erroneous actions is required. In this article, a virtual human-based video conference framework is proposed.
To reduce data traffic, only the user’s pose data are extracted from photographed images using an improved
binary decision tree, after which they are transmitted to other users by using the markup language. Moreover, a
virtual human executes behaviors to express a user’s movement accurately by an improved behavior network
according to the transmitted pose data. In an experiment, the proposed method is implemented in a mobile
device. A 3-min video conference between two users was then analyzed, and the video conferencing process was
described. Photographed images were converted into text-based markup language. Therefore, the transmitted
amount of data could effectively be reduced. By using an improved decision tree, the user’s pose can be estimated
by an average of 5.1 comparisons among 63 photographed images carried out four times a second. An improved
behavior network makes virtual human to execute diverse behaviors.
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1. Introduction
Video conferencing has widely been used in public orga-
nizations and private companies. However, communica-
tion problems due to increased data traffic may occur if
many users are connected simultaneously [1]. Hence,
one strategy to ensure that many users are connected at
the same time is to reduce the amount of data traffic.
There are at least two approaches to reduce data traf-

fic in video conferencing. One is to extract the shape of
the user when images are captured [2-4]. The shapes
extracted from multiple users are then arranged in a

three-dimensional (3D) virtual environment to recon-
struct a virtual conference space. A user is readily iden-
tified because actual human images are shown, as in this
study [2]. However, data sent by one user are delivered
to multiple other users at the same time. Hence, if more
users are connected, the data traffic increases accord-
ingly. Given that multiple images are transmitted in real
time, there would be too much data to transmit on a
wireless network.
Another approach to reduce the data traffic is to

extract and send the physical location and features of a
user and reconstruct it in the virtual environment [1,5].
This approach is advantageous in that it expresses the
gestures and body language of users by using their phy-
sical location and features [1]. For example, there is a
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method that provides distance consulting services by
calculating a depth map on an image to represent a
speaker in three dimensions [5]. In other studies, a
speaker’s body position has been used to control virtual
humans by using a body-tracking system that recognizes
skin color in 2D images [1]. However, in these studies,
it was difficult to express the movements of a virtual
character with only partial data on the speaker’s body.
Hence, the positions of unavailable body parts were esti-
mated with inverse kinematics. This makes it difficult to
express a speaker’s motions precisely.
In studies on data reduction in video conferencing, a

common problem is that of low quality of service (QoS).
In particular, when multiple users are connected at the
same time, the amount of data that a user can transmit
simultaneously on a wireless network becomes relatively
small compared to that on a physically wired network.
Hence, it is necessary to improve the QoS of video
conferencing.
In this article, a framework that enables video confer-

encing by multiple users on a wireless network is pro-
posed. To reduce data traffic, a user’s pose is first
recognized through a binary decision tree and trans-
mitted by using the markup language. Next, a method
based on a behavior network is introduced to express
the movements of the virtual human precisely. Subse-
quently, the proposed method is implemented in an
experiment and verified in a mobile device. The pro-
posed method involves multiple users communicating
with each other using a mobile device. Therefore, it is
applicable to various forms of communication such as
chatting, gaming, and video conferencing.
The rest of the article is organized as follows. In Sec-

tion 2, we introduce a method to reduce data traffic in
video conferencing. In Section 3, we propose a video
conferencing framework. In Section 4, we describe a ser-
ies of processes to implement the proposed framework
in a mobile device and control a virtual human. In Sec-
tion 5, we summarize the proposed method and discuss
future directions for research.

2. Related study
In a video conference, the amount of photographed
images increases in proportion to the number of con-
nected users. Therefore, even if the images are com-
pressed, all images cannot be transmitted on a wireless
network. To make wireless video conferencing possible,
it is necessary to solve data traffic in advance. In this
section, we introduce studies on video conferencing, and
examine research results that could be adopted to
reduce the amount of data.
The following are studies in which the aim was to

extract a user’s shape from an image to reduce data traf-
fic. The Virtual Team User Environment (VIRTUE)

provides an environment in which multiple users can
communicate with each other at the same time [2]. A
virtual conference space was constructed and integrated
with a 3D environment after receiving all users’ shape
images. The position of the virtual human in the virtual
environment was calculated through the photographed
images. In other studies, methods to improve the speed
of the VIRTUE have been proposed as well [3,4].
Although not directly related to video conferencing,
there have been some studies on the reconstruction of
3D shape [6,7]. In these studies, reconstruction was per-
formed as follows. First, the background was removed
from images that were photographed with multiple cam-
eras. The objects were then extracted from the images
and the 3D shape created. Lastly, the 3D shape was
colored. However, to apply the photographed images
and virtual environment to a wireless network at the
same time, further data reduction is necessary.
Given that images increase data traffic, there have

been a number of studies on the reconstruction of video
conferences by extracting and transmitting only a user’s
features from photographed images. For example, it has
been shown that medical advice can be obtained
through a telemedicine system to perform an operation
[5]. Here, a depth-map was extracted from the photo-
graphed images, and then, a distance user was repre-
sented. In other studies on virtual humans for video
conferences, body features were extracted from photo-
graphed images [1]. After locating the body positions by
identifying the hands and face, the body positions were
transmitted. Then, the virtual human gestures by refer-
encing the transmitted body positions.
However, it is difficult to express exact gestures due to

insufficient data on body features. Further data are
required to make the virtual human act naturally. Facial
images and body features can also be extracted from
photographed images. The extracted facial images are
mapped onto the face of the virtual human after analyz-
ing facial features. By extracting and transmitting only
faces, data traffic is reduced. Actual human faces are
used in this method. This makes it easier to distinguish
real users from virtual humans.
Lastly, there have been studies on the virtual meeting

room [8,9]. In these studies, the photographed images
were converted into silhouettes for comparison with
pre-defined models [10]. The poses were estimated, and
deictic motions were expressed using the silhouette.
Data traffic can be reduced because the data are in xml
format. However, the problem is to define a model in
person using a tool. In addition, it takes time to estimate
poses if there are many models. To reduce the amount
of estimation, decision tree [11] can be applied. If sil-
houettes which should be compared are classified, the
number of comparison could be reduced.
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If only data traffic is considered, studies in which the
actions of a user are expressed through the virtual
human by transmitting the user’s features are more
appropriate in a wireless network environment than the
method of extracting the user’s image shape. In these
studies, however, the data are insufficient to describe a
user’s body. Therefore, it is necessary to devise a
method to express the body more precisely. Moreover,
to make virtual human to act naturally, behavior net-
work [12] could be applied. Behavior network selects
the behavior for virtual human considering goals and
pre-executed behaviors. Therefore, virtual human can
execute behaviors naturally. By defining the behaviors of
the virtual human in advance and using behavior net-
work, this article proposes a method in which body
motions can be freely expressed even with little data
traffic.

3. 3D video conference framework
To express a user’s movements by a virtual human, it is
necessary to devise a method to extract and transmit a
user’s features and then reconstruct the virtual confer-
ence by virtual humans. This section describes a method
to estimate user’s pose and control a virtual human with
the estimated pose.

3.1. Overview
The proposed virtual human-based video conference fra-
mework consists of a definition stage that predefines the
data for video conferencing, a recognition stage that
extracts pose data from the images, and a reconstruction
stage that reconstructs the virtual conference (Figure 1).
The definition stage is only performed once when a
video conference is started, whereas the recognition and
reconstruction stages are performed repeatedly during a
video conference.
Data are determined in definition stage as follows.

First, to estimate a user’s pose, the necessary images
must be defined. This requires the generation of images
for a user’s expected pose photographed by camera. The
generated images are then compared with real-time
photographed images of the user to estimate the user’s
pose. However, pose estimation will be time-consuming
if the number of expected poses is excessive. Thus, the
pose-estimation time can be reduced by using only a
subset of expected pose images by constructing a binary
decision tree (referred to as the pose decision tree)
Next, a behavior network is defined to generate the

behavior that is executed by a virtual human. At first,
an action is defined by a virtual human’s joint angles,
and a behavior is expressed by its actions. Selected
behaviors are executed by virtual human. The pose
images, pose decision tree, motions, actions, and conse-
cutive action network are shown in Figure 1. These are

all defined in the definition stage. This behavior network
is referred to as the consecutive action network.
In the recognition stage, images are created by photo-

graphing users at certain intervals. A user’s poses are
estimated by comparing the photographed images with
the pose decision tree. The estimated poses are then
transmitted to other users through the network. In the
reconstruction stage, a user’s presence is expressed in a
virtual human by considering the estimated pose.

3.2. Framework structure
In this section, we propose a framework that expresses a
user’s presence through a virtual human in a video con-
ference. The framework that handles video conferences
is structured as shown in Figure 2.
The recognition stage converts the estimated pose into

markup language, which is transmitted to the network as
follows. The photographed images are received by the
image receiver and sent to the background learner and
silhouette extractor. Background learner acquires back-
grounds when the user is absent and then transfers the
background image to the silhouette extractor. Subse-
quently, the silhouette extractor extracts the shapes of
users from the received images by considering the back-
ground images and transmits them to the pose estimator.
The pose estimator searches the pose decision tree and
estimates the poses of the received images. The estimated
poses are then transmitted to the network through the
message generator and message sender (the former cre-
ates messages and the latter transmits them to other
users). Each message contains a user’s pose and speech.
The reconstruction stage then creates the image and

voice from the received messages as follows. The mes-
sage receiver transmits the pose and speech to the beha-
vior planner and speech generator, respectively. The
behavior planner plans the behaviors to be executed by
the virtual human. The virtual human controller then
executes the planned behaviors.
3.2.1. Image receiver and silhouette extractor
In the recognition stage, the images are created by
photographing users at certain intervals. The image
receiver receives the photographed user’s images and
transmits them to the silhouette extractor. The hth
user-image is defined as ih, as shown in Equation (1).
The set of user-images is defined as Set I:

ih ∈ I, I = {i1, i2, ...} (1)

Here, the image interval is denoted as εInterval. To esti-
mate the poses precisely, the user-images are converted
into silhouettes like silhouette extraction process [10], as
shown in Figure 3.
A silhouette is an image with only a user’s shape with-

out the background. The background images are
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recorded by the background learner in definition stage
and then transferred to silhouette extractor to remove
the background from the user-images. Then, the user-
silhouette is extracted from the difference between the
recorded background image and the user-image. The
hth extracted user-silhouette from the hth user-image is
defined as sh, as shown in Equation (2). The set of user-
silhouettes is defined as Set S:

sh ∈ S, S = {s1, s2, ....} (2)

3.2.2. Pose decision tree and pose estimator
The pose estimator, which estimates poses with the
extracted silhouette in the recognition stage, must
recognize multiple poses in real time in a mobile envir-
onment. However, the time to estimate poses increases
with the number of poses because the number of com-
parisons also increases. To solve this problem, we pro-
pose a pose decision tree.
In the definition stage, the expected pose images of

users are predefined to construct the pose decision tree
in advance. First of all, the set of all expected pose is
defined as the Set P.

pi ∈ P, P = {p1, p2, ...} (3)

The set of expected pose images, Set E, is defined as
shown in Equation (3) to estimate the pose of the
extracted silhouette. ei is the image that is used to esti-
mate pose pi.

ei ∈ E, E = {e1, e2, ...} (4)

The expected pose images are also converted into
expected silhouettes. The set of expected silhouettes is
defined as Set R, where ri is the ith silhouette expected.

ri ∈ R, R = {r1, r2, ...} (5)

The pose decision tree consists of nodes that contain
each expected silhouette. The ith node ni is defined as
shown in Equation (5):

ni =< ri,niLeft, n
i
Right, m

i, vi > (6)

where niLeft and niRight are the left and right nodes of

node ni, respectively; and mi and vi are the matching
value and center value of node ni (range 0 to 1),

Figure 1 Virtual conference process.
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respectively. The matching value indicates the similar-
ity of two silhouettes. For example, if its value is 1, the
silhouettes are considered identical only when they
have exactly the same images. In contrast, if its value
is 0, the silhouettes are considered identical regardless
of their differences. The matching value is determined
to estimate the pose by establishing various values.
The center value, which expresses a standard based on
a search of the left and right child nodes, is automati-
cally established when the pose decision tree is con-
structed. As shown in Equation (6), there is a one-to-
one relation between pose ri and node ni.

The decision tree is constructed as follows. First,
nodes are created for all expected silhouettes included
in Set R. Second, node n1 is defined as the root node.
The remaining nodes in Set R are then registered as the
child nodes of n1 (Figure 4).
Third, the child nodes of n1 are sorted after compar-

ing the expected silhouette e1 of the root node to that
of the child node (Figure 5).
As shown in Equation (6), the comparison is

expressed as a normalized value after calculating the

Figure 2 Framework structure.

Figure 3 Silhouette extraction process. Figure 4 Selection of root node.
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correlation coefficient of the two expected silhouettes.
The value ranges from 0 to 1.

R(r1, r2) =

∑
x1, x2 (T′(x1, x2) · I′(r1 + x1, r2 + x2))√∑

x1, x2 T′(x1, y)2 · ∑
x1, x2 I′(r1 + x1, r2 + x2)

2 (7)

Fourth, when there are o children, the

⌊
o + 1
4

⌋
th and

⌊
(o + 1) ∗ 3

4

⌋
th nodes are defined as the left and right

nodes, respectively. The node whose index is equal to or

smaller than

⌊
o + 1
2

⌋
in terms of the sorting sequence

moves to the left node, whereas the node greater than⌊
o + 1
2

⌋
moves to the right node (Figure 6).

Fifth, the mean of the correlation coefficients between
the last node on the left and the first node on the right
is set to the center value of the root node. Lastly, both
left and right nodes sort the child nodes through repeti-
tive comparisons just as in the case of the root node.
In the recognition stage, the pose decision tree is used

as follows. The user-silhouette is compared to the sil-
houette of the root node. If the correlation coefficient of
two silhouettes is equal to or greater than εPoseMatching,
the index of the root node is transmitted to the message
generator. Otherwise, the user-silhouette is compared to

left child node of the root node. If it is greater than the
center value, the user-silhouette is compared to the
right child node. Therefore, the comparison of nodes
continues until the correlation coefficient of the two sil-
houettes is over εPoseMatching or the terminal node is
reached. The index of the node that is ultimately
reached is also transmitted to the message generator.
3.2.3. Action, consecutive action network and behavior
In the definition stage, the actions to be executed by a
virtual human are defined. Action is the movement for
virtual human to express pose when pose index is
received shown in Equation (8).

aj =< pi, dj, cj1, c
j
2, ... > (8)

where pi is the pose that would be expressed by the
jth action, and dj is the duration of the jth action. In

addition, cj1 is the first joint angle required for the vir-

tual human to execute the jth action aj.

aj ∈ A, A = {a1, a2, ...} (9)

If an action is defined, and based on this, then the
network is defined in order to select and execute actions
consecutively whenever every pose index is received.
Behavior planner defines the network to execute conse-
cutive actions in definition stage as follows. First, start-
poses and goal-poses are placed. Start-poses are the
starting poses to generate consecutive actions. It is the
first pose for consecutive actions. Goal-poses are the
targeted poses. The pose for the last action among the
generated consecutive actions becomes to be the goal-
pose. Hence, all the poses of Set P are placed on both
sides of the network as shown in Figure 7.
Next, all the actions of Set A are placed, and the

sequences of consecutive actions are expressed as a tree
by using directed acyclic graph (DAG). The action
nodes which contain one action of Set A are primarily
defined, and it is placed between start-poses and goal-
poses, as shown in Figure 7. After action node is
arranged, then DAG connects each action node. To pre-
vent tree’s containing any loop, an action node which
has identical action, is repeatedly defined like action a1
of Figure 7.
Next, the transition probability of all DAG is defined.

The sums of probabilities transit from each action to
another action are normalized to be 100.
Finally, start-pose is connected with the actions which

are executable at first after receiving the pose index.
Goal-pose is also connected with the actions which are
executable lastly. In Figure 8, start-poses p1 and p2 are
connected to each corresponding actions, a1 and a2.
Among goal-poses, p1 is connected with two action
nodes, m1and m3, more than one. Two actions of two

Figure 5 Sorting of child node.

Figure 6 Sorting of left and right child nodes.

Sung and Cho EURASIP Journal on Wireless Communications and Networking 2012, 2012:51
http://jwcn.eurasipjournals.com/content/2012/1/51

Page 6 of 14



nodes can be executed lastly. Therefore, two nodes are
connected to goal-pose p1. In the case of p2, however,
one node between two action nodes containing a2 is
only connected. Action node composing network is
defined as show in Equation (10).

mk =< aj, sk, gk, ok1, o
k
2, ..., q

k
1, q

k
2 > (10)

where mk is a action node that contains aj. sk and gk

represent the index of start-pose and goal-pose con-
nected with action node mk. okx means the other action
nodes to which action node mk is connected in xth. qky
is the probability of transition to okx. The network com-
posing of action nodes is defined as the consecutive
action network.
The defined consecutive action network is used when

an action is selected in the reconstruction stage. By
using the pose index received in time t - 1 as start-pose
index and the pose index received in time t as goal-pose

index, behavior planner generates consecutive actions as
follows. First, among the several numbers of start-poses,
the pose in the pose index received in just time t - 1 is
selected. Next, among the several numbers of goal-
poses, the pose in pose index received in just time t is
selected. Next, all action nodes and connections which
is movable from the selected start-pose to the selected
goal-pose, is selected. Next, the transition probability for
the selected nodes besides each action node is normal-
ized up to be 100. Next, among the selected connec-
tions, one connection is selected through the
probability. If the only one action node is connected it
can be directly selected. The selection of connections is
repeatedly processed until the action node which is con-
nected with the goal-pose is reached. Finally, the conse-
cutive actions are constructed by connecting the actions
in all the visiting action nodes, and are defined as a
behavior. The defined behavior is then executed.

Figure 7 Composition of consecutive action network.

Figure 8 Selection of the root node in pose decision tree.
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For example, behavior is generated as shown in Figure
8 when pose index 2 is received at time t - 1 and time t
from Figure 7. Each m4 and m2 is activated by connect-
ing to start-pose and to goal-pose. The other activated
two action nodes, m7 and m, exist in the connection
from m4 to m6. From the consecutive action network,
action nodes according to the connections from m4 are
visited as the connection of m4·m7·m6 or m4·m·m6.
Therefore, the behaviors having the orders of a2 a3 a2
or a2 a a2 are generated and executed.

4. Experiment
To verify the proposed virtual human-based video con-
ference framework, we carried out an experiment by
establishing a conference system in iPad. We introduced
a method to define the pose decision tree and behaviors
for a video conference. We then verified this series of
processes.

4.1. Verification of definition stage
The proposed framework requires the definition of a
pose decision tree and a consecutive action network.
The pose decision tree requires expected poses and sil-
houettes for the recognition stage, and the consecutive
action network requires actions and behaviors for the
reconstruction stage.
4.1.1. Expected poses, silhouettes, and pose decision tree
In this experiment, 63 poses were used on consideration
of the comparison speed of the video conference system
in iPad. Table 1 shows the expected silhouettes of the
pose decision tree. Generally, a user participated in the
video conference sitting down. Therefore, only the user’s
upper body was photographed. The silhouette poses
comprising the pose decision tree included body-mov-
ing, one arm-moving, two arm-moving, and head-mov-
ing poses. Moreover, almost all poses were photographs
of the front side.

The pose decision tree was constructed by using 63
expected silhouettes according to the method proposed.
The node n1, which contains the expected silhouette r1,
was defined as the root node. The rest of the nodes
were added to the root node (Figure 9).
After sorting the nodes according to the correlation

coefficients computed in relation to r1, the 48th and
12th nodes were registered as the left and right child
nodes of the root node, respectively. All nodes for
which the correlation coefficient was equal to or smaller
than that of the 31st node were then moved to the left
as a child node, and the remaining nodes were regis-
tered as right child nodes. Subsequently, the center
value of the root node was calculated and set to
0.640616 (Figure 10).
Each child node of the root node also constructs child

nodes in the manner of the root node. The remaining
nodes in each child node were also equally processed
and constructed. Therefore, a pose decision tree con-
structed into a full binary tree is six levels high. In the
pose decision tree in Figure 11, the correlation coeffi-
cient EMatchRate was set to 0.93. The numerical values on
each image represent the matching and center values.
For example, the root node has a matching value of 0.93
and a center value of 0.640616.
After defining the pose decision tree, in recognition

stage photographed images are compared with the pose
of the root node. If the match rate was over 0.93, the
pose of the photographed image was estimated as the
pose of the first node. If the correlation coefficient was
0.93 or below and the match rate was 0.640616 or
below, the pose was estimated after searching the child
nodes on the left side. In contrast, the right child nodes
were searched when the match rate was greater than
0.640616.
In the root node (tree level 1), the pose is estimated

with one comparison. At a tree level of 2, the pose is

Table 1 Poses used in pose decision tree

Front
(4)

( )×(Front Direction)

One
hand
(26)

( )×(Only Right hand),

( )×(Right +Left hand)

Two
hands
(23)

( )×(Front
Direction),

( )×(Right +Left Direction)

Head
(10)

( )×(Right +Left Direction)
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estimated with two comparisons, as there are two nodes.
Therefore, if the pose decision tree in Figure 11 is used,
64 poses are compared about 5.1 times on average.
4.1.2. Actions and consecutive actions
After defining the pose decision tree, the actions for a
virtual human were described. The joint angle required
for a virtual human to execute actions was defined by
using motion data received with motion capture. Table
2 shows a part of the 63 actions.
In the definition stage, the behavior planner constructs

consecutive action network required to generate beha-
viors and execute behaviors in real time during the
reconstruction stage. Figure 12 shows a part of the con-
secutive action network applied in this experiment.

4.2. Verification of recognition stage
After setting the pose decision tree, and consecutive
action network, this series of processes was verified as
follows. In the experiment, the image receiver photo-
graphed images (199 × 144) at 4 fps after setting εInterval
to 250 ms. A conference was then held for about 3 min
using the implemented program. Table 3 shows images
at a middle stage.
Using the photographed images, silhouettes were cre-

ated by removing the background from the silhouette
extractor. Table 4 shows the result of converting the
images in Table 3 into silhouettes.
Next, the pose estimator estimated the poses of

images using the constructed decision tree. The recogni-
tion results for the silhouettes in Table 4 are shown in

Table 5, where the number next to the image represents
the pose index. In Table 5, slightly different motions
were found in the eight silhouettes.
The poses perceived (4 fps) through the pose decision

tree were transmitted to another iPad that was con-
nected to the message sender. Figure 13 shows a com-
parison of data transmission rates when the data were
sent with the proposed method and a method to extract
the user’s image shape [2,6,7].
In Figure 13, BMP and JPG represent data rates in

BMP and JPG formats, respectively, without removing
the background from the images. When transmitted in
BMP format, about 83K occurred four times a second
(252K/s on average). If the images were compressed in
JPG format, data were transmitted at 122K/s on average.
To extract the user’s shape, the data were transmitted in
BMP or JPG format. Given that BMP remains uncom-
pressed even when the background is eliminated, the
data rates were identical even though the background
was not removed. In contrast, JPB decreased by approxi-
mately 16K (57%). However, there is too much data traf-
fic when multiple users attend the conference. In the
proposed method, 111 bytes were transmitted on aver-
age at a time (i.e., 444 bytes/s). Hence, data rates were
significantly less than when images were transmitted or
when user’s shape was extracted.

4.3. Verification of reconstruction stage
In reconstruction stage, behavior is generated by receiv-
ing the pose index, and executed by virtual human.

Figure 9 Selection of consecutive actions.

Figure 10 Selection of child nodes of the root node.
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Virtual human selects the consecutive actions with con-
secutive action network which is defined in Figure 12.
Figure 14 shows the activated action nodes and the
selected connections when the pose indices of zeroth
and eighth poses among start-poses and goal-poses are
received. The transition is possible in various directions.
Therefore, various behaviors can also be generated
depending on the probability of transition.
Figure 15 shows when action nodes are selected from

the action of 0th pose to the action of 43th pose. A
behavior is constructed by adding three actions to the
action corresponding to each pose.
The behavior planner selected the behaviors to be exe-

cuted in order after receiving the poses. Each image in
Table 6 represents silhouettes of poses and actions. In

the first behavior, no previous pose was available. There-
fore, no actions were constructed. Whenever receiving
pose’s index after the first pose index, the constructed
consecutive actions are grouped as a behavior.
Once a behavior was constructed, all of its consecutive

actions were transferred to the virtual human controller.
The behavior was then executed. In the virtual human
controller, the behavior was executed during the defined
duration of each action. Therefore, the virtual human is
operated after referring to actions and searching the
joint angle of each action. For example, virtual human
selected behaviors at 41000 and 41437.5 ms are shown
in Figure 16. Then, the actions from 41000 to 41187.5
ms were executed as one behavior. From 41250 ms, the
other behavior was started.

Figure 11 Decision tree used in the experiment.

Table 2 Action definition

Action index/
Pose index
(Expected
silhouette)

Virtual human’s action

0/0

( )

-2.57,5.25,-4.12,0.55,3.55,-1.79,-0.44,-3.57,1.76,1.94,-0.71,1.56,-0.00,0.00,0.00,0.00, 0.00,0.00,3.35,-10.17,8.05,-2.85,7.04,-
5.65,0.00,0.00,0.00,0.00,0.00,0.00,0.00,0.00, 0.00,6.29,22.05,-1.40,-6.77,-25.64,0.51,0.00,0.00,0.00,0.00,0.00,0.00,7.25,2.37,23.87,
-6.52,-5.34,-4.30,0.12,-2.41,3.07,4.67,-44.36,19.67,-58.44,4.10,30.43,13.88,6.78,-5.94, 13.11,-15.23,23.36

1/1

( )

11.59,94.33,-1.39,-4.09,-15.62,-1.90,3.72,15.71,0.82,-17.19,-16.47,-21.16,-0.00,-0.00,
-0.00,0.00,0.00,0.00,10.91,11.62,3.12,-6.70,4.54,-3.74,0.00,0.00,0.00,0.00,0.00,0.00,
0.00,0.00,0.00,4.23,13.51,0.51,-0.47,2.20,0.18,0.00,0.00,0.00,0.00,0.00,0.00,23.17,14. 72,12.68,-2.52,1.08,-4.05,-2.99,-15.45,-12.56,2.52,-
13.81,26.56,-38.32,13.95,22.65
-13.50,-6.12,-3.80,-5.35,2.99,24.07

...(Omitted)

62/62

( )

0.37,95.54,-1.21,0.25,-2.22,0.76,-0.22,2.22,-0.75,-1.28,1.63,2.92,-0.00,0.00,0.00,
0.00,0.00,0.00,0.92,-1.11,-2.19,-1.27,3.29,1.46,0.00,0.00,0.00,0.00,0.00,0.00,0.00,0.00, 0.00,2.87,-4.64,2.62,-2.80,6.99,-
3.14,0.00,0.00,0.00,0.00,0.00,0.00,-101.45,-24.16,3.75,
-10.46,-5.15,-1.20,-114.09,-24.17,-47.84,-23.53,2.41,4.81,-16.77,-1.18,16.42,-2.84, 11.37,0.17,5.97,1.69,9.89
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5. Conclusion
In this article, a framework to display a user as a virtual
human in a 3D virtual conference by using pose deci-
sion tree and consecutive action network is proposed.
The framework consists of a recognition stage that gen-
erates messages based on the pose decision tree and a
reconstruction stage that controls a virtual human with
the consecutive action network.
The recognition stage includes an image receiver,

background learner, silhouette extractor, pose estimator,
message generator, and message sender. The image
receiver transmits the user’s images to the silhouette
extractor, which then extracts the user’s silhouettes
from user’s images. The pose estimator estimates the
poses of user-silhouettes based on the pose decision tree
and sends the pose’s index to the message generator.

Figure 12 Definition of consecutive action network.

Table 3 Photographed images

41,000 ms 41,250 41,500 ms 41,750 ms

42,000 ms 43,250 43,500 ms 43,750 ms

Table 4 Extracted silhouettes

41,000 ms 41,250 41,500 ms 41,750 ms

42,000 ms 43,250 43,500 ms 43,750 ms

Table 5 Recognition results

41,000 ms 41,250 41,500 ms 41,750 ms

42,000 ms 43,250 43,500 ms 43,750 ms
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After converting the index of the received pose into
markup language, the message generator then delivers
the messages to the message sender.

The reconstruction stage consists of a message recei-
ver, behavior planner, and virtual human controller. The
message receiver sends the index of the pose to the

Figure 13 Comparison of data rates by transmission method.

Figure 14 The first possible transition connections in consecutive action network.
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behavior planner, which in turn generates a behavior to
be executed by the 3D virtual human by using a conse-
cutive action network. The generated behavior is deliv-
ered to the virtual human controller. Finally, the virtual
human controller controls the joint angle of the virtual
human according to the generated behavior.
In an experiment, the proposed framework was veri-

fied for the series of processes designed to control the
virtual human in a mobile device. In the definition
stage, the pose decision tree was constructed by using
63 expected silhouettes. A total of 63 actions were
defined. The consecutive action network was con-
structed on considering the 63 actions. In the recogni-
tion stage, images were photographed at 4 fps. The pose
most similar to each photographed image was found by
using the pose decision tree. In the recognition stage, a
pose decision tree was used. As a result, 31 poses could
be estimated by 5.1 expected silhouette comparisons on
average. In the reconstruction stage, behaviors defined
as consecutive actions are generated by consecutive
action network. Therefore, even if the same pose index
was received, the various behaviors could be generated
and executed.
The user’s images are converted to markup language

by using the index of the pose. This process could allow
multiple users to attend a video conference at the same
time. Further studies are being planned on a method to
generate the user’s silhouettes for the pose decision tree

Figure 15 The second possible transition connections in consecutive action network.

Table 6 Selected consecutive actions

Received pose’s silhouette (ms) Generated actions

41,000

41,250

41,500

41,750

42,000

43,250

43,500

43,750
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as well as the actions and behaviors for consecutive
action network automatically.
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Figure 16 Video conference reconstruction.
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