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Abstract

Energy conservation has been the prime motivation behind the design of conventional protocols for wireless sensor
networks (WSNs). However, recent trends toward high data rate multimedia communication over WSNs demand
traffic- and deadline-aware content delivery with minimum energy expenditure. The basic quality of service
requirement in wireless multimedia sensor networks (WMSNs) is time-bound data delivery. The conventional-layered
protocol design solutions are inefficient, as real-time content delivery requires interactions between multiple layers
like application for traffic categorization, network for real-time delivery, and media access control (MAC) for prioritized
medium access with minimum energy expenditure. In this paper a cross-layer solution (XL-WMSN) is proposed for
real-time data delivery. The XL-WMSN provides interaction between energy-based admission control, delay- and
interference-aware routing, and dynamic duty cycle assignment at MAC layer. Simulation analysis shows that
XL-WMSN increases the probability of delivering multimedia content within their allocated deadline and is more
efficient than existing solutions.

1 Introduction
The recent shift in wireless communication paradigm
towards real-time multimedia communication has led to
a burgeoning of new concepts and designs. This ever-
growing attention towards multimedia communications
has also influenced innovations in the design of wireless
sensor networks, leading to the birth of WMSNs. These
are distributed wireless networks of heterogeneous nodes
(consisting of scalar, audio, and video nodes) that gather
important information about their physical environment.
Lately, a plethora of applications [1-3] are taking advan-
tage of WMSNs to help make more informed decisions.
There are several applications that can significantly ben-

efit from WMSNs. In particular, these networks are most
relevant for surveillance and monitoring applications for
military, agriculture, health care, disaster relief, etc. With
the increase in all kinds of security and terrorism threats
to society and economic assets, research towards effi-
cient design of these applications is a necessity. However,
the nature and volume of information acquired in these
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applications present as a great challenge for resource-
deficient sensor networks. Heterogeneous traffic flows
in surveillance applications demand latency-aware proto-
col that incorporate service differentiation to meet strict
end-to-end deadlines. In addition, media access control
(MAC) protocol that can provide prioritized medium
access according to traffic type is a requirement in a
surveillance application.
These networks demand stringent quality of service

(QoS) guarantees like delivery of data within deadline,
minimizing distortion and jitter, reliability, and high
throughput. But meeting end-to-end delay deadline is the
most important design parameter for delay-constrained
multimedia communications. The latency at all layers
needs to be minimized to achieve the end-to-end delay
guarantees. Particularly, the network and MAC layer have
a huge role in minimizing end-to-end latency. End-to-end
delay can be reduced at the network layer by choosing
the shortest path or path with minimum delay. There
exist several routing protocols which focus on minimizing
latency. This [4] protocol incorporates the channel delay
of the link including queuing delay, propagation delay and
protocol processing time, available bandwidth, and cost of
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each path to choose the least delayed path. Several rout-
ing protocols aim to achieve delay deadlines of packets by
transmitting them at a certain speed. These provide ser-
vice differentiation as well as end-to-end delay guarantees
[5-7]. Authors in [5] calculate the velocity requirement
according to the delay at each forwarding node and choose
the most energy-efficient neighbor that meets the veloc-
ity requirement. If the velocity requirement cannot be
met by any neighbor, then the power level of the node is
adjusted to meet the delay constraints. Akkaya and Younis
[8] provided differentiated service according to real-time
and non-real-time traffic flows. This protocol guaran-
tees energy-efficient paths that meet end-to-end delay
requirements.
Delay at MAC layer can be minimized by using a

prioritized scheduling scheme which gives priority to
delay intolerant applications. RAP [9] is a communication
architecture for sensor networks that proposes velocity-
monotonic scheduling in order to minimize deadline
miss ratios for packets. Each packet is put to a dif-
ferent FIFO queue based on their requested velocity,
i.e., the deadline and closeness to the gateway. This
ensures prioritization at the MAC layer. In [5-8] tra-
ditional layered approach is used to provide different
solutions for routing, MAC, and rate control, where
each layer provides service only to its adjacent higher
layer. This provides modularity and transparency between
layers which leads to robust protocol design. However,
layered architecture provides a suboptimal solution for
WMSNs for two main reasons: (a) limited interaction
between adjacent layers through well-defined interfaces,
e.g., MAC layer in a layered approach cannot provide
channel utilization information to transport layer for rate
adjustment and (b) individual processing time per layer
increases due to lack of interaction among different layers.
Accordingly, cross-layer design has emerged as a promis-
ing approach for efficiently meeting multi-constrained
requirements of WMSNs. WMSNs by nature have inter-
dependence between different layers of the protocol stack.
This interdependence can be exploited, through cross-
layer cooperation, to guarantee application-specific QoS
constraints.
This paper proposes a cross-layer protocol that incor-

porates energy-aware admission control along with
delay- and traffic-aware routing protocol and an end-
to-end deadline-aware duty cycle to provide delay-
constrained delivery of multimedia data while conserving
energy.
The remainder of the paper is organized as follows. In

Section 2, we describe and discuss some of the related
work. The XL-WMSN basics and detailed description is
provided in Section 3. In Section 4 we present the per-
formance analysis and results and finally the conclusion is
given in Section 5.

2 Related work
A brief survey of recent literature reveals that there is a
growing trend towards cross-layer schemes which focus
on achieving delay-constrained delivery of multimedia
data along with energy minimization. Several cross-layer
schemes have been proposed for WMSNs. In this section,
we focus on schemes in which MAC and network layer
jointly provide real-time routing and prioritized medium
access. A detailed survey on cross-layer protocols for
WMSNs is given in [10].
Sensor medium-access control (SMAC) [11] protocol is

the earliest and most straight-forward, duty cycle-based
MAC protocol that incorporates local synchronization
and static sleep and listen cycles. It is a simple carrier
sensemultiple access (CSMA)-based protocol, which con-
serves node energy at the cost of increase in latency and
decrease in throughput. T-MAC is proposed to enhance
the poor results of the SMAC protocol under variable
traffic load. TMAC [12] is a traffic-adaptive duty cycle
assignment scheme for sensor networks. It is an improve-
ment over SMAC and saves more energy under variable
load as compared to SMAC. TMAC uses a time-out value
(TA) to determine the end of an active period. A node per-
forms channel sensing during TA interval; if it does not
overhear any communication during this interval, it safely
concludes that no neighbor wants to communicate and
goes to sleep. Otherwise, it refreshes its TA interval. The
downside to TMAC’s traffic adaptive mechanism is that
nodes go to sleep early, resulting in low throughput and
high latency.
Saxena et al. [13] propose a MAC layer protocol based

on CSMA-CA approach which aims to provide QoS for
multimedia communications over sensor networks while
conserving energy. This protocol provides differentiated
service to each traffic class through dynamic adjustment
of contention window (CW) size for each class. In this
protocol, CWof a low-priority traffic class increases faster
and reduces slowly, whereas CW of high-priority traffic
class increases slowly and reduces faster. Energy conser-
vation is provided by adjusting the duty cycle according to
the dominantly processed traffic on nodes. The duty cycle
is pre-defined for each traffic class and uniform across the
nodes.
In [14] authors propose an interaction between appli-

cation, network, MAC, and link layer to maximize the
number of video flows while keeping the overall distor-
tion below threshold. The application layer determines the
end-to-end delay and coding rate; at network layer a mul-
tipath routing algorithm is used to determine routes that
can provide end-to-end delay and bandwidth guarantees.
In case the relaying node is unable to meet the bandwidth,
it performs link adaptation algorithm to switch to a higher
transmission rate; if a higher transmission rate is not avail-
able, then a reject message is sent to the node. In case none
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of the available paths can provide the available bandwidth,
the source increases its GoP size. At MAC layer, IEEE
802.11e framework is used to provide prioritized access.
The cross-layer control unit (XLCU) [15] relies on an

integrated MAC and physical layer based on ultra wide
band. XLCU provides joint cooperation among appli-
cation, network, MAC, and physical layers and also
provides admission control functionality based on hop-
by-hop contracts. These hop-by-hop contracts are guar-
anteed through packet-level service differentiation at each
hop in terms of throughput, end-to-end delay, and end-to-
end packet error rate. The use of UWB technology allows
an integrated MAC and physical layer which removes the
need for mutual exclusion since simultaneous transmis-
sion is possible through the use of different time hopping
sequences by each sender. However, collisions can occur
at the receiver, which is solved in the protocol by using
a receiver-centric scheduling algorithm. XLCU also pro-
vides dynamic channel coding to adapt to the level of
interference at the receiver. XLCU covers the issue of
providing end-to-end QoS guarantees and resource man-
agement but does not involve transport layer to provide
rate control.
In [16] a geographic routing protocol formultipath rout-

ing of real-time video frames is proposed. It uses an
intelligent scheduling scheme, which maintains a table
of each active path’s delay, available bandwidth, etc., and
sends each video frame on the most suitable path accord-
ing to its priority and delay requirements. In case a
suitable path is not available, i.e., insufficient aggregate
bandwidth, the video frame is dropped and the appli-
cation is sent a message to reduce the coding rate. By
using hop-by-hop deviation angle adjustment method,
a path can be established using any initial deviation
angle specified at the source node, and then other dis-
joint paths are constructed by changing the value of the
deviation angle. However, like most geographical routing
protocols, the proposed cross-layer design assumes that
nodes are location-aware and that the density of nodes is
high.
PMAC [17] presents a cross-layer duty cycle MAC pro-

tocol which divides the network region into different
grades, depending on each region’s advancement to the
sink. Consequently, there is a different sleep/wake sched-
ule for nodes in each grade. PMAC ensures that the nodes
maintain staggered schedules between any two adjacent
grades and ensures that the data are forwarded from
source to sink in a pipeline fashion. Although network
layer is integrated with the duty cycle scheme to support
the transmission of packet from a node in one grade to
another (in a pipeline manner), PMAC provides no mech-
anism for efficient and latency-aware route establishment.
Thus, the performance of PMAC is dependent on the
underlying routing scheme.

Our previous work on delay- and channel utilization-
aware routing has been presented (Z Hamid, J Y Pyun,
and F Bashir, unpublished work) and in [18]. This paper
presents detailed discussion and analysis on the relation-
ship between channel utilization and delay and its impact
on the routing decision. Moreover, in this work, a thor-
ough performance analysis of the routing mechanism is
carried out for organized network topology.

3 XL-WMSN: cross-layer protocol for WMSNs
The design principle of XL-WMSN is a joint cross-
layering between the network and MAC layer, such that
both layers exchange information and support each other
in efficiently achieving delay deadlines. The different func-
tionalities of these layers that are considered in the unified
cross-layer model are explained in the following sections.

3.1 Network model
In this section, basic system definitions, assumptions, and
principles of XL-WMSN are presented. The sensor net-
work is represented as a graph G(V ,E), where V =
{vi, . . . , vN } is a finite set of nodes in a finite dimension
terrain, with N = |V |, and E is the set of links among
nodes, i.e., eij ∈ E iff nodes vi and vj are within each others
transmission range. Node vN represents the sink. We
assume N as heterogeneous sensor nodes based on the
type of data they generate. Sensor nodes are distributed in
a grid-like arrangement in the sensing field. However, for
simplicity, all nodes have the same transmission range and
initial energy value and are considered to be non-mobile.
The network is fully connected and each node is willing
to participate in communication process. Nodes forward
data to sink in a multi-hop fashion, forming many-to-one
routing paradigm.
Each node performs distributed duty cycle operation

such that the node is switched on for a certain fraction
of the time and is switched off for the remaining fraction
of the time. It is assumed that the sink is a special node,
which is always switched on. The on-off periods are man-
aged through a duty cycle parameter, δ, which defines the
fraction of the time when a node is active. Nodes have the
same duty cycle at the time of deployment. However, their
duty cycle is not synchronized with each other.
The communication channel is assumed to be error-

free. The shared channel access is assumed for network
nodes using CSMA-based methodology. The carrier sens-
ing range of each node is denoted by ds, where ds ≥ dc,
i.e., the carrier sensing range is larger than or equal to
the communication range. Whenever a node receives two
or more packets sent by nodes within its carrier sensing
range, all of them are lost. On the other hand, if a node
senses a single packet, it can always receive it success-
fully, since we assume an error-free channel. We assume a
connected network of sensor nodes; each sensor receives
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and transmits packets in a multi-hop fashion. Received
packets are stored at the incoming buffer and queued for
service by the MAC layer.
WMSNs are event-based networks with heterogeneous

flows. Each traffic flow has different end-to-end delay
requirements, particularly, video traffic has strict latency
requirements. The network is composed of m traffic
flows, n sources which exist in the vicinity of an event area,
some relay nodes, and a single sink. Furthermore, multiple
flows can be flowing through the same node.

3.2 Energy-aware admission control
Admission control is an important mechanism used for
QoS provisioning in a network. It ensures that a new traf-
fic flow is allowed only if there are sufficient resources in
the network to meet the QoS requirements without vio-
lating the QoS of already accepted requests. There exist
several admission control schemes, which handle admis-
sion control with respect to different QoS factors, such
as energy consumption, resource utilization, or feasibility.
CACP [19] bases its decision on the level of contention
between neighbors. It calculates whether the available
bandwidth is sufficient for the new flow. The proportional
distribution admission control [20] scheme provides a net-
work layer-based, prioritized distributed admission con-
trol and bandwidth reservation algorithm that allows a
mobile node to establish or discard a flow based on the
traffic flow’s priority, channel conditions, transmission
rates, and interference on link, etc. In [21] an admission
control scheme with multi-constrained QoS providing is
proposed. This scheme treats different packets differently
according to their delay and reliability constraints, giving
higher priority to real-time traffic.
XL-WMSN aims to provide QoS guarantees along

with energy minimization. To achieve this goal, the pro-
posed admission control scheme takes into consideration
the remaining energy on a node. By considering energy
in admission control decision, XL-WMSN helps lesser
energy nodes keep out of routing paths and thus avoid
battery drainage which results into network holes.
To reduce message overhead, XL-WMSN implements

admission control during the route discovery process to
eliminate nodes without enough energy. When a source
node has data to send, it broadcasts a route request
(RREQ) packet to its neighbors. Each node that receives
the RREQ determines whether it wants to participate
based on the value of P. The value of P is determined as
follows:

P =
{
1 ERem > ET
0 otherwise

The value of P is 1 if remaining energy of node, ERem,
is greater than a threshold, ET, in which case the node

is partially admitted in the route establishment, and its
weight is calculated next (as discussed in Section 3.3) to
determine its suitability as compared to its neighbors.
When the sink receives the RREQ and sends a RREP, the
partial route in the RREQ becomes a full route. In case P
is 0, the RREQ is simply dropped.

3.3 Delay-aware routing
Identification of appropriate path selection metrics is
the biggest design challenge of any routing protocol. In
WMSNs, achieving high throughput, low latency and jit-
ter, along with low-path setup time is imperative. There-
fore, XL-WMSN uses a combination of average packet
service time PSTavg, channel utilization Utili and hop
count in its routing decision. Packet Service Time (PST)
provides information of load on a node, while chan-
nel utilization is a good indicator of local contention.
Hop count is used as a mechanism to restrict the path
length since an increasing path length leads to decrease
in the probability of successful delivery of information.
In the remaining of this section, the above-mentioned
parameters are explained with regard to their utility in
XL-WMSN protocol.

3.3.1 Packet service time
Several factors contribute to the overall delay of packets at
a node including queuing, network layer, MAC layer, and
transmission delays:

1. Queuing delay. This is the time a packet spends
waiting in a queue before it reaches the head of the
queue. The difference between the outgoing packet
rate and the incoming packet rate determines the
queuing delay. In high data rate multimedia sensor
networks, links are easily congested, which leads to
high contention that can reduce the outgoing rate of
a node. This leads to high queuing delays, which
indicate that the node has a high load and it should
be restricted from participating in any fresh route
establishment.

2. Network layer delay. This includes all the processing
delay involved in path determination and forwarding
of packet to lower layers.

3. MAC layer delay. This takes into account all delays
due to contention, such as channel sensing and
channel reservation.

4. Transmission delay. This delay depends on the
packet size and bandwidth. XL-WMSN takes into
consideration all the above-mentioned delays to
calculate the PST of a node.

The PST is expressed as follows:

TPST = TNet + TQueue + TMAC + TTransmit, (1)
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where TNET is the network processing delay, TQueue is the
queuing delay, TMAC is the MAC layer delay, and TTransmit
is the transmission delay.
By monitoring the PST of each packet during every

period of time, t, the average packet service time, PSTAVG,
can be estimated using a weighted moving average as
given in Algorithm 1, where β (0 ≤ β ≤ 1) is a con-
stant value used to assign weights to current PSTAVG
measurements with respect to past measurements, thus
smoothing the consequences of past trends. Assigning
higher weight to β gives more preference to latest PSTAVG
value observed in the current interval as compared to
previous. Thus, in dynamic and unpredictable WMSNs,
where sudden burst of data can suddenly increase con-
gestion and contention, assigning higher weights to more
recent observations can make routing more robust and
responsive to abrupt changes.

Algorithm 1: Packet service time determination
Ensure: PST

initialization : TPST=0, i=0
foreach packet received in time interval t do

1: Tr = time packet is received at MAC layer
2: Tl = time last bit of packet is transmitted
3: TPST = Tl − Tr
4: PSTTotal = PSTTotal + TPST
5: i + +
end

6: At the end of time interval t
7: PSTavgt = PSTTotal/i
8: PSTavgt = β(PSTavgt ) + (1 − β)(PSTavgt−1 )

3.3.2 Channel utilization
The average PST is a good indicator of delay and con-
gestion around a node. Therefore, this metric can be
considered sufficient for choosing most efficient routes.
However, in wireless networks the transmission medium
is shared and communication from one node may con-
sume the bandwidth and consequently affect the channel
utilization of neighboring nodes. Thus, it is possible for
a node which is not participating in transmission or relay
of packets itself to have high contention delay due to
active neighboring nodes. If routing decision is made
on PST alone, then idle nodes in high contention area
will also be considered as potential relaying nodes, since
their PST will be zero. Whereas in reality, these nodes
should be considered as highly unfavorable since they
will have high channel access delay once the transmission
starts.
Measuring channel utilization is an energy-intensive

task as it requires a node to be awake and listen to
the channel at regular intervals. Since sensor nodes are
energy-constrained, it makes sense to perform channel
utilization only on nodes which detect a busy channel.

We modify the MAC layer in a way that busy nodes
perform channel utilization at regular intervals, whereas
nodes that do not detect the channel as busy perform
channel utilization after longer intervals. In case of idle
nodes, the interval is incremented by value equal to short
interframe space (SIFS) duration, which is 16 μs. This
results in a more energy-efficient utilization of resources.
Algorithm 2 shows how often a channel utilization mod-
ule is called for active and idle nodes. Channel utilization
is performed at regular intervals t for active nodes, and the
weighted moving average is performed after a fixed inter-
val T ; whereas t is incremented for idle nodes each time
the node is found to be idle until it grows as big as T, after
which channel utilization is performed only once at the
start of each interval T.

Algorithm 2: Channel utilization module
Ensure: Channel utilization is performed more often on active nodes
1: At every T seconds do
2: At every t seconds
3: if channel is busy then
4: Increment Tbusy
5: else
6: if t < T then
7: t = t + 0.016
8: else
9: t=T
10: end if
11: end if
12: UtilT = Tbusy/Tinterval
13: UtilT = β(UtilT) + (1 − β)(UtilT−1)

3.3.3 Path establishment
XL-WMSN uses a reactive approach for routing where
path is established only if a node has data to send. Reactive
approach lowers the overhead of control messages; there-
fore, it is proper for energy-constrained sensor networks.
The operation of the routing protocol depends on how
a node calculates its own weight. Each node calculates
its weight based on PSTAVG and Util, using the equation
below:

Wi = α(1 − PSTvgi) + γ (1 − Utili), (2)

where Wi is the node’s own contribution to the total cost
of the path, PSTAVG represents the average PST, and Util
represents the channel utilization at time instance i. The
α and γ are the coefficients that assign weight to the asso-
ciated factors, where γ = (1 − α). The value of these
coefficients can vary from 0 to 1 and have been deter-
mined through extensive simulations and discussed in
Section 4.
When an event occurs, the source nodes broadcast

RREQ messages to find a least delayed path to the des-
tination. During path establishment each node receives
multiple RREQ messages and establishes reverse route
with the node that has the highest weight. The RREQ



Hamid and Bashir EURASIP Journal onWireless Communications and Networking 2013, 2013:174 Page 6 of 16
http://jwcn.eurasipjournals.com/content/2013/1/174

packet contains the source ID of the packet, broadcast
ID, number of hops the packet has traveled (HopCntPrev),
previous node’s weight (WPrev), and previous node’s id
(IDPrev).
As mentioned in Algorithm 3, each node after receiving

a RREQ first checks whether it has already received the
same request or if it is a new request. If it is receiving a
RREQ for the first time, it will add the source node’s id,
WPrev, HopCntPrev to the routing table and broadcast the
RREQ packet, replacing its own node id, IDN and weight,
WN in the RREQ packet. If it is a duplicate RREQ, it com-
pares the weight, WPrev, in the receiving RREQ packet
with the weight, WT , in its routing table and the differ-
ence in hops of the previous entry in the routing table,
HopCntT , with the hop count value in duplicate RREQ,

Algorithm 3: Route discovery algorithm
Require: Route Request Packet (RREQ)
Ensure: Minimum delay path
1: if Receive first RREQ pkt from source ID then
2: Establish reverse route with IDPrev
3: ReplaceWN withWPrev and
4: IDN with IDPrev in the RREQ pkt
5: Broadcast the RREQ packet to neighbors
6: else
7: if (((HopCntPrev − HopCntT ) ≤ n) ∧ (WPrev > WT )) then
8: Update reverse route with IDPrev
9: Drop packet
10: else
11: Drop packet
12: end if
13: end if

HopCntPrev. If the WPrev value, is greater than WT and
the difference in hop count is less than equal to n, then
it establishes a reverse route with the node that has sent
the duplicate RREQ packet and drops the RREQ packet
without broadcasting it further. Otherwise, it simply drops
the packet. By allowing the nodes to deviate from the
minimum path by a maximum of n hops, XL-WMSN pro-
vides leverage to allow unused nodes with lesser PST and
contention. While this increases the number of transmis-
sions, it also increases throughput and reduces congestion
in the network. The value of n depends on node density
and has been determined through simulations presented
in Section 4.

3.4 Adaptive MAC
There is need to design an energy-efficient MAC pro-
tocol which is highly responsive to changing network
conditions and provides low latency for packet deliv-
ery as well as high throughput. Periodically putting the
radios of WSN devices into sleep has been widely rec-
ognized as the most effective way of saving energy in
WSNs [22]. In order to optimize the networks perfor-
mance, various sleep/wake schemes have been proposed,
which consist of schemes employing pre-defined duty

cycle, differential duty cycles, and adaptive duty cycles.
Pre-defined duty cycle schemes result in high-energy
wastage due to idle listening, low throughput, and high
latency due to unawareness of underlying network con-
ditions [23]. Thus, static duty cycle schemes are not suit-
able for WMSNs, which mandate high throughput and
low latency. Adaptive schemes utilize different metrics,
such as traffic priority, traffic load, residual energy, net-
work topology, and sensor density to adjust duty cycle
on nodes. Majority of the duty cycle schemes aim to
conserve energy and increase network lifetime in sensor
networks, but the integration ofmultimedia data with sen-
sor networks has led to a requirement for high throughput
and low latency duty cycle schemes. In this work we
discuss a dynamic traffic-aware duty cycle which takes
into consideration PST, traffic priority, and per-hop delay
requirement.

3.4.1 Traffic classification and queuingmodel
In this work, traffic types are classified as

• Class 0. This class represents delay intolerant traffic,
which has strict end-to-end delay deadlines, such as
video traffic from camera in a surveillance
application. The video traffic is assumed to be
encoded with H.264/AVC codec with 176 × 144 pixel
resolution. Each video frame has a size of 1,024 bytes
and is sent at a constant arrival rate of 30 frames/s.

• Class 1. This class represents delay-tolerant traffic
which has relaxed end-to-end deadlines. Acoustic,
image, and PIR data are examples of such traffic.
Class 1 traffic is modeled as packets having a size of
500 bytes and sent at the same arrival rate as class 0.

• Class 2. This consists of broadcast and route update
or synchronization traffic. Each packet is assumed to
have a size of 200 bytes and arrival rate of 20
packets/s.

Class 0 traffic is assigned the highest priority in XL-
WMSN; class 1 traffic with less strict delay bounds is the
second highest priority, and class 2 traffic is the least pri-
ority traffic. Packets from each traffic type are buffered
in separate queues. Figure 1 illustrates the queuing model
used in this work.
Each node is equipped with a packet classifier which

classifies the incoming packet according to its priority
and assigns it to the appropriate queue. Each queue has
a different backoff exponent. In case of virtual collision,
packets from higher priority queue is scheduled for trans-
mission. Provisioning multiple queues does not increase
the memory overhead considerably, since the queuing
model is used; we just split the different packet types in
the separate queues instead of storing those in a single
queue.
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Figure 1 Queuingmodel.

Amulti-queue system can lead to unfairness among dif-
ferent priority queues, resulting in starvation of packets in
lesser priority queues.Many of the protocols apply explicit
prioritization (due to its simple implementation) to always
serve higher priority queues first. In order to provide
some level of fairness, the proposed protocol dynamically
changes the priority of packets in lower priority queues.
When a packet spends a certain amount of time in a lower
priority queue, its priority is automatically upgraded, after
which it is moved one level higher to a higher priority
queue. To further facilitate fairness and QoS provisioning
in the queuing scheme, the packets are arranged within a
queue according to remaining time to deadline first.

3.4.2 Duty cycle assignment
In this section, the operation of dynamic duty cycle
assignment (DCA) is discussed in detail. Sensor nodes
experience varying traffic loads, so, naturally, for nodes
experiencing mainly class 0 traffic (with strict delay

deadline), a longer duty cycle is expected with more
energy consumption; whereas for nodes experiencing
mostly class 1 and 2 traffic more idle time is expected, thus
sacrificing throughput and end-to-end latency. Therefore,
the goal of DCA is to vary duty cycle according to underly-
ing network conditions and dominant traffic class-specific
deadline. DCA achieves this goal by utilizing normalized
values of delay and incoming traffic rate and dominant
traffic class information. Each of these parameters as well
as the detailed working of DCA is described below.
At every time interval, t, DCA performs several steps.

It measures the dominant traffic flow to determine the
traffic-dependent-per-hop delay deadline, dhop. It also cal-
culates the observed delay, di, which is the average PST
value on nodes. The normalized measure of delay, ηi, with
respect to dhop, at time instance i, is calculated as follows:

ηi = di
dhop

(3)

Figure 2 Simulation scenario.
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The per-hop delay requirement is calculated by dividing
the end-to-end delay deadline according to the observed
packet service time at each hop. The allowed per-hop
delay should be less where packet service time is low and
high where packet service time is high. We break the end-
to-end delay deadline into a single-hop delay deadline on
each hop as

dhop = PST(r)∑
r∈p PST(r)

× Ddl (4)

where PST(r) is the average packet service time at node
r,

∑
r∈p PST(r) is the cumulative PST values of nodes on

a particular path to the sink and Ddl is the traffic class-
specific, end-to-end delay deadline. DCA also considers
traffic rate into its duty cycle update decision. The nor-
malized value of traffic rate at a node, τi, at time instance
i, is measured as

τi = λni
λsinki

, (5)

where λni , is the average traffic rate at node n at time
instance i, and λsinki is the average traffic rate at the sink at
time instance i.

Algorithm 4: DCA algorithm
Ensure: End-to-end delay requirement of each packet

1: k=1
2: Measure dominant traffic type at every i seconds
3: Calculate ηi, according to dominant traffic type
4: if ηi < 1 then
5: /*Decrease duty cycle gradually*/
6: δi+1 = δi − diτi
7: if δi+1 < Cmin then
8: δi+1 = Cmin
9: end if

10: end if
11: if ηi > 1 then
12: if di > di−1 then
13: /*Increase exponentially*/

14: δi+1 = δi ∗
(

k
τi

)di
15: if δi+1 > 1 then
16: δi+1 = 1
17: end if
18: k = k + Ival
19: else
20: /*Decrease cautiously */
21: δi+1 = δi (1 − di)τi
22: if δi+1 < Cmin then
23: δi+1 = Cmin
24: end if
25: end if
26: end if
27: if ηi == 1 then
28: δi+1 = δi
29: end if

The DCA algorithm strives to keep the value of η close
to 1 to maintain a balance between energy and latency.
The value of η is calculated at every i seconds. There are
three possible values of η:

1. (η < 1). A value of η, less than 1, means that the
observed per-hop delay is less than the desired
per-hop delay. This can be the result of one or more
of the following:

• The particular node is far from the sink where
the traffic load is low.

• The node is participating in the transmission or
relay of class 1 or 2 traffic which have low data
rate.

In this situation, the duty cycle (denoted by δi) can be
safely decreased to conserve node energy without
compromising on end-to-end delay requirement.
However, decreasing the duty cycle aggressively may
result in decrease in throughput as well as a sudden
rise in PST value. Therefore, the duty cycle must be
decreased gradually to allow the value of η to
converge gracefully and to observe the effect of
change in duty cycle on the average PST. This
prompts the use of the following linear decrease
strategy to update the duty cycle:

δi+1 = δi − diτi. (6)

Conversely, the duty cycle can only be decreased to
Cmin, which is the minimum permissible duty cycle
value.

2. (η > 1). When the value of η is greater than 1, it
indicates that the observed delay is greater than
per-hop delay constraint. This can be due to the
following reasons:

• The particular node is close to the sink where
the traffic load is high.

• The node is participating in the transmission or
relay of class 0 traffic which has high data rate.

• The node exists in a high contention area,
resulting in high channel access delay and
packet drops.

In this situation, two cases can occur:

(a) (di > di−1). The observed delay in the
decision interval i is greater than delay in
interval i -1, which shows that the delay is
continuously rising. This urges the need to
immediately control the sharp rise in delay,
which encourages the use of following
exponential increase strategy:

δi+1 = δi ∗
(
k
τi

)di
(7)

The variable k is updated according to a
constant value.
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Table 1 Networking parameters

Parameter Value Parameter Value

Class (data rate) Class 0 (120 KB/s) Class 1
(43.9 KB/s) Class 2 (11.7
KB/s)

Radio range 20 m

Packet size Class 0 (1 KB) Class 1 (500
bytes) Class 2 (200 bytes)

Network layer AODV/delay-aware
routing protocol

Re-tx limit 4 MAC Deadline-aware
MAC/SMAC/TMAC/

Saxena/PMAC

CWmin 7 Receive power 22.2 mW

CWmax 62 Transmit power 31.2 mW

Simulation time 500 s Idle mode 22.2 mW

Size of each
queue

50 packets Sleep state 3 μW

Ival
CWmax
300 Slot time 9 μs

Cmin 40% SIFS 16 μs

α 0.7 ET 0.001 kJ

(b) (di < di−1). The observed delay in the
decision interval i is less than the delay in
interval i -1, which indicates that the delay is
gradually converging to dihop. This prompts
us to use the following multiplicative strategy
to decrease the duty cycle cautiously:

δi+1 = δi (1 − di)τi . (8)

The cautious decrease is an attempt to
conserve node energy while maintaining the
decreasing trend of average delay.

3. (η == 1). A value of η, equal to 1, indicates that the
observed per-hop delay is equal to the desired
per-hop delay. This represents the ideal case, and the
duty cycle remains unchanged.

4 Performance evaluation
In this section detailed performance analysis of XL-
WMSN is shown against three different layered protocol
suites and a cross-layer protocol (PMAC). The schemes
are simulated using network simulator NS-2 [24].

The network setup consists of 100 sensor nodes dis-
tributed in grid topology in a 100 × 100 m field, as
shown in Figure 2. The sink is positioned at (70,40)
coordinates, and the event region is centered at (20,20)
coordinates with a radius of 20 m. The source nodes start
event reporting after 10 s in the simulation time. All sim-
ulations are repeated five times and average results of
simulations are presented. The network parameters are
listed in Table 1. The layered protocol configurations for
comparison include the following:

• AODV + SMAC, where AODV [25] is a
baseline-adaptive routing protocol, and SMAC [11] is
the earliest and most straight forward duty
cycle-based MAC protocol that incorporates local
synchronization and static sleep listen cycles.

• AODV + TMAC, where TMAC is proposed to
enhance the poor results of the SMAC protocol
under variable traffic load.

• AODV + Saxena, where Saxena MAC is based on
CSMA-CA approach and aims to provide QoS for

Table 2 Qualitative comparison

Protocol Duty cycle Service
differentiation

Priority
assignment

Traffic adaptive Energy
awareness

Delay
awareness

SMAC Static across all
nodes

No No No No No

TMAC Dynamic No No Yes No No

Saxena et al. Dynamic Yes Yes Yes No No

PMAC Static for each
grade

No No No No Yes

XL-WMSN Dynamic Yes Yes Yes Yes Yes
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multimedia communications over sensor networks
while conserving energy.

SMAC and TMAC are considered as baseline pro-
tocols used for comparison by majority of the duty
cycle-based MAC protocols. PMAC has been chosen
for comparison as it is a cross-layer MAC protocol

which shares the same objective as XL-WMSN, i.e.,
reducing end-to-end delay. Saxena et al. uses a dynamic
MAC protocol for WMSN, which is aimed at reduc-
ing delay and increasing throughput. Although multi-
priority queuing and duty cycle adaption are common
features between Saxena et al.’s protocol and XL-WMSN,
we use a different approach to adjust the duty cycle.
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Saxena et al.’s protocol has a fixed duty cycle for each
traffic type, whereas the XL-WMSN duty cycle assign-
ment scheme takes end-to-end delay deadline traffic
types as well as traffic load into consideration. Fur-
thermore, the DCA scheme is complemented by a
delay-constrained routing protocol that helps to meet
end-to-end delay deadlines. However, energy consump-
tion is greater than in Saxena et al. because our duty
cycle is variable and can grow until the maximum awake
period, i.e., always awake. A qualitative comparison of
these protocols is provided in Table 2. Ad hoc on-demand
distance vector (AODV) is implemented with the follow-
ing settings: there are maximum of three RREQ retries,
route refresh time-out is 20 s, and hello interval is
1,000 ms.
There are various parameters that influence the design

and performance of XL-WMSN, which include weight
assignment and end-to-end delay deadline. Figure 3
presents the effect on average throughput of assigning dif-
ferent values to α. As can be seen in the figure, throughput
is higher for larger values of α, which indicates that higher
priority should be given to PST during route establish-
ment. On the contrary, the throughput drops if α is greater
than 0.7; this occurs because channel utilization is also
an important parameter (to be considered) in the routing
decision, and dropping its weight more than 0.3 will yield
non-optimal results. Figure 4 presents the effect of hop-
count (δ) on average throughput. Increasing the value of
δ results in longer paths which reduces the probability of
data delivery.

Another parameter that has an impact on the duty
cycle is the end-to-end delay deadline. To determine this
impact, the average duty cycle of all the nodes, on the rout-
ing path, within a distance of four hops from the sink is
calculated. Four hops are chosen because there is higher
contention near the sink, which provides a good oppor-
tunity to observe the behavior of duty cycle assignment.
The average values are presented in Figure 5. The aver-
age duty cycle value in DCA decreases as the end-to-end
delay deadline is relaxed from 0.1 to 0.7 s. As can be seen,
end-to-end delay deadline does not have any impact on
SMAC and Saxena et al.’s protocol, since their duty cycle
assignment scheme is non-adaptive and independent of
end-to-end delay requirement.

4.0.3 Average throughput
The average throughput comparison of XL-WMSN
against other protocols is presented in this section.
Throughput is the amount of data received at the destina-
tion within a specified amount of time. Figure 6a shows
that XL-WMSN significantly outperforms the other pro-
tocols in terms of overall throughput. The average
throughput of XL-WMSN is higher than Saxena MAC,
SMAC, and TMAC. The SMAC and TMAC throughput
is low because these protocols are not contention-aware
and do not employ any service differentiation, result-
ing in collisions and high packet loss in high data rate
networks. Figure 6b further illustrates that XL-WMSN
performs consistently better than other protocols, even
with increasing packet arrival rate. This happens because
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XL-WMSN adapts duty cycle with increasing traffic rate
and PST.

4.0.4 Average end-to-end delay
The end-to-end delay of a packet is measured as the
time difference between the packet generation time and
the time when it is received by the sink. Delays experi-
enced by individual data packets are averaged over the

total number of packets received by the sink. Figure 7a
shows that XL-WMSN provides better overall delay than
Saxena MAC, SMAC, and TMAC. This happens because
XL-WMSN employs an adaptive duty cycle which adapts
according to traffic rate as well as end-to-end deadline.
Figure 7b delineates the effect of increasing data rate
on average end-to-end delay. As it shows, the average
end-to-end delay increases with increase in packet arrival
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rate for all protocols, particularly where there is a sharp
increase in SMAC and TMAC, with an increase in data
rate. This occurs because these protocols have a uni-
form duty cycle which decreases their efficiency under
variable traffic load, resulting in high latency. The aver-
age end-to-end delay of XL-WMSN and Saxena MAC
increases gradually with an increase in data rate; how-
ever, the overall delay of XL-WMSN remains less than
Saxena MAC. This is due to the reason that Saxena
MAC adapts duty cycle according to traffic type only,

whereas XL-WMSN adapts duty cycle according to traf-
fic rate as well as end-to-end delay deadline of each traffic
class.
Figure 8a,b shows the average throughput and end-to-

end delay for a random topology. It is observed that the
overall throughput in a random topology is less, but the
general trend of throughput and delay for the different
protocol suites is the same as in organized topology. XL-
WMSN has the best throughput and least delay compared
to PMAC and Saxena et al.
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4.0.5 Energy
Generally, a radio has four states: listen, receive, trans-
mit, and sleep. The power consumption by each of
these states can be symbolized as Pl, Pr, Pt and Ps. We
use the power values of Mica2 CC1000 radio [26], as
shown in Table 1, for the actual representation of the
model. The total energy consumption of a radio device
can be measured by determining the amount of time
it spends in each state denoted by Tl, Tr, Tt and Ts.

Thus, the expected energy consumption of a node can be
modeled as

E = El +Er +Et +Es = PlTl +PrTr +PtTt +PsTs. (9)

The total energy consumption, ETotal, is modeled as

ETotal =
n∑

i=0
PlTi

l + PrTi
r + PtTi

t + PsTi
s (10)
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where n is the total number of nodes in the network.
The average value of E is taken after ten simulation
runs. The total energy consumption is the sum of the
energy consumption of all nodes in the network. Figure 9
illustrates the energy consumption of XL-WMSN in
comparison to other protocols. The energy consumption
of XL-WMSN is lesser than all protocols. This occurs
because XL-WMSN employs energy-aware admission
control and tries to avoid same path (by selecting alter-
native nodes with higher weights). Further, XL-WMSN
has an adaptive MAC and can dynamically adjust the
duty cycle according to traffic load, which prevents energy
wastage due to idle listening, whereas Saxena employs a
static duty cycle for each traffic flow. SMAC, TMAC, and
PMAC do not provide any service differentiation; thus,
they have uniform duty cycles, which lead to high-energy
consumption.

5 Conclusions
The cross-layer paradigm for providing QoS guarantees
like deadline-aware information delivery while conserv-
ing energy is the major focus of this research. A cross-
layer approach is especially advantageous in WMSNs
due to strict and often conflicting QoS requirements.
In this work, XL-WMSN, a new cross-layer protocol
for WMSNs is proposed. XL-WMSN consists of differ-
ent components that work together to meet application-
specific, end-to-end delay deadline. It consists of an
energy-aware admission control policy that is aimed at
increasing the lifetime of individual nodes in particular

as well as the lifetime of the network as a whole.
It includes delay- and channel-aware routing protocols
which work towards choosing the least delay paths to
deliver data from source to destination. The routing pro-
tocol utilizes PST and channel utilization information
and a weighted cost function to choose most appropri-
ate path. The proposed protocol consists of a priority-
based queuing mechanism that provides service dif-
ferentiation between different traffic types. Lastly, XL-
WMSN includes a dynamic deadline-aware DCA scheme
to reduce end-to-end latency during heavy traffic load and
conserves energy during light traffic load. Performance
comparisons with existing protocols have shown that XL-
WMSN provides better performance in terms of higher
throughput and lower end-to-end delay as compared to
well-known solutions like Saxena et al., PMAC, SMAC,
and TMAC.
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