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Abstract

In this paper, we propose the use of bit-interleaved coded modulation in alternate-relaying decode-and-forward
cooperative communication systems. At the destination, we exploit the interference signal, which results from the
simultaneous transmission of data streams through both direct and one of the relay channels to develop an optimal
detector. It is shown that the proposed detector can be implemented by parallel concatenating maximum a posteriori
(MAP) algorithms and demappers to the decoders. The detector exchanges soft information between the decoders
and the MAP algorithms in an iterative way for performance improvement. The proposed optimal detector requires a
long delay as the destination has to receive and store the entire frame before performing data detection. To avoid
this, a sub-optimal detector is also proposed. Unlike the optimal detector, the sub-optimal one exploits two
consecutive received packets to decode one packet. It turns out that the sub-optimal detector has less reduced delay,
complexity, memory size, and bandwidth loss with a slight increase of the bit-error-rate. Extensive simulation results
are presented to demonstrate the effectiveness of the proposed detectors.
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1 Introduction
Cooperative technology constitutes a breakthrough in
the design of wireless communication systems. This
is due to its relatively simple implementation and its
significant performance gains in terms of link reliabil-
ity, system capacity, and transmission range [1,2]. In
cooperative communications, multiple terminals in a
wireless network cooperate to form a virtual antenna array
in a distributed fashion. In this manner, spatial diversity
gain can be achieved even when a local antenna array is
not available. It is not surprising that cooperative com-
munications have become a strong candidate for many
wireless applications, such as cellular networks, wireless
local area network, mobile ad hoc networks, and wireless
sensor networks [3].
Generally, there are two kinds of relaying modes: full

duplex and half duplex. In a full-duplex mode, a relay
transmits and receives simultaneously in the same band;
however, the transmitted signal interferes at the relay with
the received signal. In theory, it is possible for the relay
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to cancel out the interference because it knows the trans-
mitted signal. However, in practice, a small error in the
interference cancellation can be fatal because the trans-
mitted signal is typically 100 to 150 dB stronger than the
received signal, as indicated in [2]. This error results from
inaccurate knowledge of the device characteristics or
from the effects of quantization and finite precision pro-
cessing. Therefore, the full-duplex mode is not commonly
used. In a half-duplex mode, a relay cannot simultane-
ously transmit and receive. In other words, the source
and relay transmissions must be orthogonal in order to
eliminate any potential interference. Orthogonality can
be in time domain, in frequency domain, or using any set
of signals that are orthogonal over the time-frequency
plane. A major problem of the half-duplex relaying mode
is the reduction in the spectral efficiency [2].
To combat this problem, different cooperative tech-

niques are introduced, such as non-orthogonal, two way,
and alternate relaying. In the non-orthogonal cooperative
systems (e.g., [4,5]), the source is active all the time. In
the first half of the transmission interval, the source sends
data to a relay and destination. However, since the relay is
assumed to be half duplex, the relay does not receive what
the source transmits in the second half of the transmission
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interval. This results in a reduction in the diversity order
of the system. Furthermore, an additional processing is
required at the destination in order to separate the signals
received simultaneously in the second half of the trans-
mission interval. In the two-way cooperative systems, two
sources exchange data via the aid of a shared relay (e.g.,
[6,7]). The two sources send simultaneously during the
first time slot, while in the second time slot, the rely broad-
casts the mixture of these two signals. Since parts of the
transmit signal sent by the relay are known at the des-
tinations, each receiver can extract the data of the other
partner. It is obvious that the full-rate transmission can be
attained since two time slots are required to transmit the
data of the two partners; however, this cooperative trans-
mission requires two partners sending messages to each
other simultaneously.
In alternate-relaying transmission protocols (e.g., [8,9]),

the source communicates with the destination via two
relays. The basic idea behind these protocols is to use two
successively forwarding relays tomimic a full-duplex relay.
More specifically, at any time slot, the source sends its
information to the destination and one of the relays, while
the other relay forwards the information received from
the source in the previous time slot to the destination. In
this way, the source can continuously transmit data with-
out being halted, and hence, the spectral efficiency loss is
recovered.
The vast majority of research in alternate-relaying trans-

mission protocols focuses on information-theoretic anal-
ysis to assess achievable rates, capacity bounds, and
diversity-multiplexing tradeoff (e.g., [8-12]). However, the
major issue associated with these protocols is how to han-
dle the interference, which is caused by the simultaneous
transmission of the source and one of the relays, in a
simple way. Basically, the way used to treat the interfer-
ence at the relays and destination depends on whether the
relays employ amplify-and-forward (AF) or decode-and-
forward (DF) relaying strategies.
For the AF alternate-relaying protocols, the authors

in [8] propose successive decoding at the destination
with partial cancellation of inter-relay interference. The
authors in [9] introduce inter-relay self-interference can-
cellation, where the cancellation is performed at one of
the relays; however, the detection process at the destina-
tion requires high computational complexity. The authors
in [10] propose a full inter-relay interference algorithm,
where the cancellation is performed at the destination
in a simple manner; however, the noise accumulation
associated with the algorithm limits the overall system
performance.
Generally, the deployment of AF relaying strategy

in alternate-relaying cooperative systems is challeng-
ing, as the interference and noise accumulation which
results from the inter-relay link degrade the overall

performance. Accordingly, the detection process at the
destination has to be associated with sophisticated inter-
ference cancellation detectors. This increases the compu-
tational complexity significantly, as shown in [10]. Due
to its symbol-by-symbol decision base, DF is an attrac-
tive relaying strategy to avoid interference accumula-
tion at the destination for alternate-relaying cooperative
systems.
For DF alternate-relaying protocols, it is usually

assumed that the inter-relay link is either sufficiently weak
and then its contribution can be treated as extra noise, or
sufficiently strong that it can be canceled through succes-
sive interference cancellation at the relay [8,11]. However,
these two extreme scenariosmay not always occur in prac-
tical systems. In [13,14], dirty paper coding based on inter-
ference pre-subtraction at the source is proposed to cancel
the inter-relay interference. However, this requires high
computational complexity and full knowledge of the chan-
nel state information of all the links at the source, which
is not easy to achieve in practice. Beam-forming/smart
antennas [15] and code division multiple-access tech-
niques [16] are also proposed to eliminate the interference
at the relays and destination. The technique comes at the
cost of complexity, where the latter comes at the cost of
wasting resources. In [12], the authors propose employing
multiple antenna at the relays to cancel out the inter-relay
interference. However, implementingmultiple antennas at
the relays is not applicable for some wireless applications
due to size, power, and cost constraints. A rotated signal
constellation has been proposed to achieve full interfer-
ence cancellation [17]. The idea is that there are no two
symbols in the rotated constellation having the same real
or imaginary value. Accordingly, an orthogonal transmis-
sion can be achieved between source relays and inter-relay
links by assigning real parts of the rotated symbols to
one link and imaginary parts to the other link. However,
the direct link between the source and destination is not
available, and there is significant degradation in the BER
performance when compared with that of the original
constellation.
All the previous works deal with uncoded transmis-

sion, which is not usually used in practice. To the best
of our knowledge, this is the first work in the literature
that applies error-correcting coding for alternate-relaying
cooperative systems. In this paper, we exploit the inter-
ference signal at the destination to develop an optimal
detector for alternate-relaying DF cooperative systems
in conjunction with a bit-interleaved coded modulation
(BICM) signal. Starting from the maximum a posteriori
(MAP) principle, it is shown that the proposed detector
can be implemented by combining the MAP algorithm
with the decoder of BICM. Furthermore, to reduce the
delay associated with the optimal detector, a sub-optimal
one is also introduced. The proposed detectors can work
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with any receiver as long as this can compute the a
posteriori probabilities of the data symbols.
The remainder of the paper is organized as follows.

In Section 2, the system model and problem formula-
tion are presented. In Sections 3 and 4, the optimal and
sub-optimal detectors are proposed at the destination,
respectively. Section 5 explains the used detector at the
relays. The performance of the proposed detectors is eval-
uated through computer simulations in Section 6. Finally,
the paper is concluded in Section 7.

2 Systemmodel and problem formulation
2.1 Transmission protocol
We consider a simple cooperative communication net-
work composed of four nodes: source node S, relay nodes
R1 and R2, and destination node D. All the terminals
are equipped with a single antenna, and relays operate
in half-duplex mode. The source transmission is divided
into frames, each consisting of P packets. Each frame
is generated as follows (see Figure 1). The pth packet
b(p) = [

b(p)(1), b(p)(2), · · · , b(p)(Nb)
]
of Nb informa-

tion bits is encoded, resulting in Nc coded bits, c(p) =[
c(p)(1), c(p)(2), · · · , c(p)(Nc)

]
. For the sake of simplic-

ity, we use a convolutional code. However, the proposed
detectors in this paper are valid for other coding schemes.
After interleaving, each m consecutive bits of the inter-
leaved sequence are grouped to form the nth vector v(p)

n =[
v(p)
n (1), v(p)

n (2), · · · , v(p)
n (m)

]
, where v(p)

n (f ) is the f th bit
of the nth vector of the pth packet. The output of the inter-
leaver can be represented by v(b) =

[
v(p)
1 , v(p)

2 , · · · , v(p)
Nd

]
,

where Nd = Nc/m. The modulator maps each v(p)
n to

a complex-valued transmitted symbol d(p)(n) = μ(v(p)
n )

chosen from an M-point signal constellation �, where μ

is the labeling map, and M = 2m. Accordingly, one can
describe the output of the mapper for the pth packet as
d(p) = [

d(p)(1), d(p)(2), · · · , d(p)(Nd)
]
.

The frame is transmitted continuously, one packet per
time slot, over a wireless channel to the destination. The
transmission schedule for the P time slots for each frame is
described in Table 1 and Figure 2. The transmission steps
shown in Table 1 are continuously repeated until the P
packets are transmitted by the source. In practice, in order
to achieve diversity for the last packet, one additional time
slot is required at the end of the transmission; S remains
silent, while R1 (or R2) sends d(P). This slight loss in the

rate, 1
P , is asymptotically zero for large values of P. As one

can observe, the destination receives two copies of each
packet, one from the source and one from the relays. This
implies that diversity gain can still be achieved by this pro-
tocol, while the source transmits continuously. As a result,
the bandwidth efficiency is not sacrificed, and full-rate
transmission is retained.

2.2 Received signals at relays and destination
For each link, the channel is assumed to be frequency
non-selective and modeled as a zero-mean independent
complex Gaussian random variable. In addition, we con-
sider that all the nodes have equal additive white Gaussian
noise (AWGN) power spectral density of N0. Finally, we
suppose that perfect channel state information is available
at the destination and relays.
Without loss of generality, we presume that at time

slot p, R2 listens and R1 sends. Referring to Figure 2,
the nth received symbol of the pth packet at the desti-
nation (y(p)

D (n)) and relay R2 (y(p)
R2 (n)) can be expressed,

respectively, as

y(p)
D (n) = d(p)(n)h(p)

SD +d̂
(p−1)
R1 (n)h(p)

R1D + w(p)
D (n) (1)

and

y(p)
R2 (n) = d(p)(n)h(p)

SR2 +d̂
(p−1)
R1 (n)h(p)

R1R2 + w(p)
R2 (n), (2)

where d̂
(p−1)
R1 (n) is the nth detected symbol for the

(p − 1)th packet at relay R1, h
(p)
AB is the channel coefficient

between nodes A and B which corresponds the nth data
symbol of the pth packet, A,B ∈ {S,R1,R2,D}, and w(p)

D (n)

and w(p)
R2 (n) are the AWGN contributions at destination

and relay R2, respectively. The channel coefficients remain
constant over the packet period and change to new inde-
pendent values with each new packet; subsequently, the
index n is dropped from the channel coefficient notation.
Furthermore, at time slot p + 1, the received signal at the
destination and relay R1 can be written, respectively, as

y(p+1)
D (n) = d(p+1)(n)h(p+1)

SD + d̂
(p)
R2 (n)h(p+1)

R2D + w(p+1)
D (n)

(3)

and

y(p+1)
R1 (n) = d(p+1)(n)h(p+1)

SR1 + d̂
(p)
R2 (n)h(p+1)

R1R2 + w(p+1)
R1 (n),

(4)

Encoder Interleaver Mapper
( )b p ( )c p ( )v p ( )d p

Figure 1 Block diagram of the transmitter.
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Table 1 Transmission schedule of the full-rate cooperative system

Time slot Source S Relay R1 Relay R2 Destination D

1 Send d(1) Receive/decode d(1) Silent Receive d(1)

2 Send d(2) Send d(1) Receive d(2) and d(1), Receive d(2) and d(1)

decode d(2)

3 Send d(3) Receive d(3) and d(2), Send d(2) Receive d(3) and d(2)

decode d(3)

4 Send d(4) Send d(3) Receive d(4) and d(3), Receive d(4) and d(3)

decode d(4)

...
...

...
...

...

where w(p+1)
R1 (n) is the AWGN contribution at relay R1,

and d̂
(p)
R2 (n) is the nth detected symbol for the pth packet

at relay R2. Our goal is to develop BICM detectors at
relays and destination.

3 Optimal decoding technique at the destination
For single-input single-output systems, Zehavi suggested
a detection method using two separate steps: bit metric
generation and soft-input soft-output (SISO) decoding,
as shown in Figure 3 [18]. The demapper generates 2m
bit metrics for each received symbol, associated with the
m positions, each having binary values 0 and 1. These
bit metrics are then de-interleaved and fed to the SISO
decoder. The soft information provided by the decoder is
used to enhance the bit metrics in a recursive manner.
In this section, we show how to exploit the interfer-

ence signal at the destination to develop an optimal
detector for DF alternate-relaying BICM cooperative sys-
tems. From (1) and (3), one can observe that the source
and relays send their messages to the destination in a
sequential form. For illustration, let us consider that the
source transmits the frame

{· · · ,d(p−1),d(p),d(p+1), · · · }.
Accordingly, the information sent by the source
and the forwarding relay can be expressed as{
· · ·,

[
d(p), d̂(p−1)

Rx

]
,
[
d(p+1), d̂(p)

Ry

]
,
[
d(p+2), d̂(p+1)

Rx

]
,· · ·

}
, x,

y = {1, 2}, and x �= y. Consequently, in contrast to the

relays, each symbol in each packet is received twice at
the destination through the source-destination link and
listening relay-destination link, only if the listening relay
was able to correctly detect the packet that contains this
symbol; otherwise, the transmitted symbol is received
only one time through the direct link. The equivalent
block diagram of the DF alternate-relaying cooperative
system can be represented as shown in Figure 4. From this
figure, it is clear that the equivalent model is analogous
to a convolutional code with constraint length of two.
Hence, one can describe the transmitter of the equivalent
system through a trellis diagram. The trellis consists ofM
states, which is equal to the modulation order. There are
M branches leaving from each state corresponding to the
M different input patterns. For example, the trellis dia-
gram of a transmitter using 8-PSKmodulation is shown in
Figure 5, where {α1, α2, α3, α4, α5, α6, α7, α8} denote the
8-PSK symbols. Each branch is labeled by αi/αiαx, where
αi is an input symbol, and αiαx represent the two symbols
transmitted through the direct and relay link, respectively.
Each row indicates the branch labels for the tran-

sitions from states corresponding to the inputs
{α1, α2, α3, α4, α5, α6, α7, α8}, respectively. Accordingly,
using this equivalent model, we can apply the MAP
criterion to develop an optimal decoding technique.
The proposed optimal detector consists of three major

steps, as depicted in Figure 6. In the first step, we apply

R1

S D

R2

R1

S D

R1

S D

R2 R2

(a) Time slot 1 (b) Time slot 2 (c) Time slot 3

Figure 2 Transmission protocol for the full-rate cooperative system. The solid lines refer to the desired signals, and the dashed lines refer to the
interference signals. (a) Time slot 1, (b) time slot 2, and (c) time slot 3.
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Demapper De-interleaver Decoder

Decoded bits

Interleaver
A posteriori probabilitiesA priori probabilities

Received
symbols

Figure 3 Block diagram of BICMwith iterative decoding for single-input single-output systems.

the MAP algorithms to compute the a posteriori proba-
bility of each transmitted symbol. In the second step, we
forward these probabilities to the demappers to compute
the bit metrics. Finally, the SISO decoders receive these
metrics and extract the a posteriori information of the
transmitted bits. The output of the decoder is fed back
to the MAP algorithms for performance improvement. As
one observes, the proposed detector iterates between the
MAP algorithms and the SISO decoders.

3.1 MAP algorithms
The key idea of the proposed optimal detector is to
employNd parallel MAP algorithms, as shown in Figure 6.
The nth symbols from each received packet, Y(n) =[
y(1)
D (n), y(2)

D (n), · · · , y(P)
D (n)

]
, with y(p)

D (n) and y(p+1)
D (n)

defined in (1) and (3), respectively, are the input of the
nth MAP algorithm. From (1) and (3), one can observe
that the symbol d(p)(n) is included in y(p)

D (n) and y(p+1)
D (n).

In addition, the symbol d(p+1)(n) is included in y(p+1)
D (n)

and y(p+2)
D (n). Accordingly, in order to provide an optimal

detector for the nth symbol in each packet, we have to rely
on the received sequence

[
y(1)(n), y(2)(n), · · · , y(P)(n)

]
.

That is why we mix the received packets, as shown
in Figure 6. The nth MAP algorithm calculates the a
posteriori probabilities P

(
d(p)(n) = ϑ | Y(n),H

)
for p =

1, · · · ,P, and for all ϑ belonging to the constellation �,
and H =

[
h(1)
SD , h

(1)
R1D, h

(1)
R2D, · · · , h(P)

SD , h
(P)
R1D, h

(P)
R2D

]
. Here,

P (x1|, x2, x3) is defined as the probability density function
of event x1 given the events x2 and x3. TheMAP algorithm

can be implemented based on the Bahl, Cocke, Jelinek,
and Raviv (BCJR) algorithm [19], with the transition prob-
ability, γ (p)

n (s′, s) as

γ
(p)
n (s′, s) = 1√

πσ 2 P
(
d(p)(n)

) ×
exp

(
−

∣∣∣ypD(n) − d(p)(n)h(p)
SD − d(p−1)

Rx (n)h(p)
RxD

∣∣∣2 /N0

) ,

(5)

where
[
d(p)(n) d(p−1)

Rx (n)
]
represents the output associ-

ated with this transition. Note that γ
(p)
n (s′, s) represents

the probability to transit from the state s’ to the state s for
the nth symbol in the pth packet, given the received sym-
bol y(p)

D (n). We employ the BCJR algorithm to implement
the optimal demapper of the DF alternate-relaying trans-
mission, which is analogous to a convolutional code with
constraint length of two, as the BCJR algorithm is the opti-
mal decoding technique for convolutional codes [19]. The
a priori probability P

(
d(p)(n)

)
in (5) is unavailable at the

first iteration. Therefore, in the initialization phase, it is
assumed that all d(p)(n) are equally probable. Equation (5)
is used as the input to the demapper, which then generates
the bit metrics.

3.2 Demapper
The a posteriori probabilities provided by the Nd MAP
algorithms can be exploited to compute the bit met-
rics. Referring to Figure 6, after the MAP algorithms, the
decoding process can be divided into P parallel branches,

Memory Receiver
Transmitted

frame

( ) ( )Pd n

( 1) ( )Pd n
( ) ( )Pd n

Figure 4 The equivalent block diagram of the alternate-relay DF cooperative system.
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Figure 5 Trellis diagram of the alternate-relay DF cooperative systemwith 8-PSKmodulation.

where the branch pth decodes the pth packet. Each branch
contains a demapper, de-interleaver, decoder, interleaver,
and symbol a posteriori computation unit. In order to for-
ward each branch its corresponding a posteriori probabil-
ities, the outputs of theMAP algorithms are de-permuted;
the pth output of each MAP algorithm is forwarded to
the pth branch. Mathematically, the a posteriori prob-
abilities {P (dp(n) |Y(n),H)}Nd

n=1 are passed to the pth
branch. Accordingly, the bit metric, λ

(
v(p)
n (f ) = b

)
, can

be computed as

λ
(
v(p)
n (f ) = b

)
=

∑
d(p)(n)∈	(f ,b)

P
(
d(p)(n) | Y(n),H

)
,

(6)

where the subset 	(f , b) =
{
μ

( [
v(p)
n (1), v(p)

n (2), · · · ,
v(p)
n (m)

]
| v(p)

n (f ) = b
)}

. For more details on the bit met-
ric concept, the reader is referred to [20-22].

3.3 Decoder
After de-interleaving, the bit metrics are passed to
the decoder to provide the a posteriori probabilities
of coded bits. These probabilities are then interleaved
and forwarded to the symbol a posteriori computa-
tion unit. Assuming that the probabilities P

(
v(p)
n (1)

)
,

P
(
v(p)
n (2)

)
, · · · , P

(
v(p)
n (m)

)
are independent using a

good interleaver, the symbol a posteriori probability
P

(
d(p)(n)

)
can be computed as

P
(
d(p)(n)

)
=

m∏
f=1

P
(
v(p)
n (f )

)
. (7)

These a posteriori symbol probabilities are provided to the
MAP algorithms as a priori information, as seen in (5). At
the last iteration, the final decoded outputs are the hard
decisions based on the a posteriori probabilities.

3.4 Implementation aspects
The implementation aspects are as follows:

• An additional tail consisting of Nd zero symbols is
included to the end of the transmitted frame to force
the trellis path to return back to the initial state, from
which the decoding process starts.

• As commonly assumed in the literature, the relays
forward the received packets only when they have
been correctly decoded; otherwise, they remain idle.
In practice, the relays send acknowledgment signals
to the destination, indicating the status of each
packet. For illustration, if the destination receives
negative acknowledgment for the pth packet, this
implies that the relay Rx is unable to decode and
forward this packet. In this case, the channel
coefficient that corresponds to the Rx packet, h

(p)
Rx , is

set to zeros in (5).
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...

First received packet Second received packet Last received packet

MAP Algorithm 1 MAP Algorithm 2 MAP Algorithm dN

... ... ...

... ... ...

(1) (1)Dy
(2) (1)Dy

( ) (1)P

Dy
(1) (2)Dy (2) (2)Dy

( ) (2)P

Dy
(1) ( )D dy N (2) ( )D dy N ( ) ( )P

D dy N

...

De-mapper 2 De-mapper PDe-mapper 1

...

De-interleaver 1 De-interleaver 2 De-interleaver P

.........

Decoder 1 Decoder 2 Decoder P

.........

... ... ...

Interleaver 1

Symbol a posteriori
computation 1

...

Interleaver 2

Symbol a posteriori
computation 2

...

Interleaver P

Symbol a posteriori
computation P

...

To MAP
Algorithms

...
1 2

To MAP
Algorithms

...
1 2

To MAP
Algorithms

...
1 2

...

...

...

...

A priori inf. A priori inf. A priori inf.

Decoded bits Decoded bits Decoded bits

dN

... ... ...

... ...

dN dN

Figure 6 Optimal detector at destination.

• The optimal detector requires a large memory for
storing the entire frame before starting data
detection, which in turns increases the required
processing time for decoding. This may prohibit the
optimal detector from practical implementation, as
such we propose a sub-optimal one.

4 Sub-optimal decoding technique at the
destination

Instead of computing the exact values of symbol a
posteriori probabilities P

(
d(p)(n) = ϑ | Y(n),H

)
provided

by the MAP algorithms, in the proposed sub-optimal

detector, these probabilities are calculated in an approx-
imated way. We employ the P sub-optimal algorithms
in the sub-optimal detector instead of the P MAP algo-
rithms in the optimal detector, as shown in Figure 7.
Note that these P sub-optimal algorithms are applied
in a serial fashion, while in the optimal one, the
P MAP algorithms are applied in a parallel fashion.
The key principle of the sub-optimal detector is to
employ two consecutive received packets,

{
y(p)
D (n)

}Nd

n=1
and{

y(p+1)
D (n)

}Nd

n=1
, given in (1) and (3), respectively, to detect

the packet
{
d(p)(n)

}Nd
n=1. More specifically, let us remove
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De-mapper
De-

interleaver
Decoder

Decoded bits

Interleaver
probabilitiesA posterioriprobabilitiesA priori

Sub-optimal
algorithm
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the contribution of
{
d(p−1)(n)

}Nd
n=1 from

{
y(p)
D (n)

}Nd

n=1
,

forming

z(p)D (n) = y(p)
D (n) − d̂(p−1)(n)h(p)

RxD. (8)

Using (1), we can write

z(p)D (n) = d(p)(n)h(p)
SD + w(p)

D (n) + e(p)D (n), (9)

where e(p)D (n) includes the residual error that may result
from the imperfect detection of the previous symbol.With
(3) rewritten as

y(p+1)
D (n) = d(p+1)(n)h(p+1)

SD + d(p)(n)h(p+1)
RyD + w(p+1)

D (n),
(10)

and based on (9) and (10), one can write

P
(
d(p)(n)

∣∣y′(p)(n),h′(p) ) =∑
d(p+1)(n)∈�

P
(
d′(p)(n)

∣∣y′(p)(n),h′(p) ) , (11)

and

P
(
d′(p)(n)

∣∣y′(p)(n),h′(p) ) = P
(
d(p+1)(n)

)
×P

(
d(p)(n)

)
P

(
y′(p)(n)

∣∣d′(p)(n),h′(p) ) . (12)

Here, y′(p)(n) =
[
z(p)D (n) y(p+1)

D (n)
]T

, d′(p)(n) =[
d(p)(n) d(p+1)(n)

]T ,
h′(p) =

[
h(p)
SD 0

h(p+1)
RyD h(p+1)

SD

]
, (13)

and

P
(
y′(p)(n)

∣∣d′(p)(n),h′(p) ) = 1
πσ 2 ×

exp
(
− ∥∥y′(p)(n) − h′(p)d′(p)(n)

∥∥2 /N0
)
. (14)

After computing the a posteriori probabilities of the data
symbols as in (11), (6) can be applied to produce the bit
metrics. As for the optimal detector, these bit metrics are
then de-interleaved and passed to the SISO detector. The
soft information provided by the decoder is fed back to
(11) to refine the computation.

After detecting
{
d(p)(n)

}Nd
n=1, their contribution can be

removed from
{
y(p+1)
D (n)

}Nd

n=1
, forming z(p)D (n + 1) =

y(p+1)
D (n) − d(p)(n)h(p+1)

RyD . Similarly, from
{
z(p+1)
D (n)

}Nd

n=1

and
{
y(p+2)
D (n)

}Nd

n=1
, and by averaging over

{
d(p+2)(n)

}Nd
n=1,

the (p + 1)th packet,
{
d(p+1)(n)

}Nd
n=1 , can be detected,

and so on. Similar to the optimal detector, if the desti-
nation receives a negative acknowledgment from relays
about the status of the pth packet, we set h(p)

Ry = 0
in (13).
A comparison of the proposed optimal and sub-optimal

receivers in terms of complexity, delay, memory size,
and bandwidth loss is shown in Table 2. We evaluate
the computational complexity of the proposed detec-
tors in terms of the number of required floating point
operations (flops). Floating point operations include any
operations that involve fractional numbers. For more
details on this issue, the reader is referred to [23]. In
the table, ϒ = P (MNdm + (m − 1)Nd + �) refers to
the term that is common in both detectors, where �

is the number of flops required for one decoder; �

depends on the encoder parameters such as constraint
length, code rate, and generator polynomial. One can
notice that the complexity of both detectors is directly
proportional to the number of symbols per packet Nd
and square of the modulation order, M2. We also notice
that the sub-optimal detector outperforms the opti-
mal detector in terms of the required delay, memory
size, and bandwidth loss, with a lower computational
complexity.

Table 2 A comparison of the optimal and sub-optimal
detectors

Complexity (flops) Delay MS BW loss

Optimal 65M2NdP + ϒ NdP NdP 1/P

Sub-optimal
(
34M2 − M

)
NdP + 8Nd(P − 1) + ϒ Nd Nd zero

Delay is expressed by the number of data symbols required to store. MS,
required memory size; BW loss, bandwidth loss.
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5 Decoding technique at the relays
In DF alternate-relaying protocols, it is usually assumed
that successive interference cancellation, where the
strongest signal is detected first, and then its contribution
is subtracted from the received signal before detecting
the other signal, can be employed at the relays [8,11]. In
order to provide a reliable BER performance, this requires
that the inter-relay link is either sufficiently weak or suf-
ficiently strong when compared with the source-relays
links. However, these two extreme scenarios may not
always occur in practical systems. In this section, at the
relays, we show how the bit metric can be generated to
have a better performance in the presence of the inter-
ference resulting from the forwarding relay transmission.
Note that at the destination, each packet is received twice
through the direct and relaying links, if the forwarding
relay was able to correctly detect this packet. Other-
wise, it is received only through the direct link. At the
listening relay, each packet is received through the source-
to-listening relay link, interfered by the data sent from the
forwarding relay. As such, the proposed detectors at the
destination are inapplicable at the listening relay.
From (2) and (4), one can observe that the data received

at a listening relay from the source is interfered by the data
sent from the forwarding relay. This is because at any time
slot, there is always a relay transmitting data simultane-
ously with the source. Without loss of generality, we can
write the received signal at relay Rx as

y(p)
Rx (n) = d(p)(n)h(p)

SRx + d̂
(p−1)
Ry (n)h(p)

RxRy +w(p)
Rx (n). (15)

The demapper takes the received symbol y(p)
Rx (n) and the

channel coefficients h(p) =
[
h(p)
SRx , h

(p)
RxRy

]
as its inputs to

compute the bit metric, λ
(
v(p)
n (f ) = b

)
, ∀f = 1, · · · , m

and b = 0, 1, using the maximum a posteriori criterion as
[22]

λ
(
v(p)
n (f ) = b

)
= P

(
v(p)
n (f ), d̂

(p−1)
Ry (n) | y(p)

Rx (n),h(p)
)
.

(16)

Since the symbol d̂
(p−1)
Ry (n) is not known at the relay

Rx, we remove its contribution by averaging out as

λ
(
v(p)
n (f ) = b

)
= ∑

d̂
(p−1)
Ry (n)∈�

P
(
d̂

(p−1)
Ry (n)

)

P
(
v(p)
n (f ) = b | y(p)

Rx (n), d̂
(p−1)
Ry (n),h(p)

)
.

(17)

We assume that the transmitted symbols are equally prob-
able; thus, P

(
d̂

(p−1)
Ry (n)

)
= M−1. Further, the probability

P
(
v(p)
n (f ) = b | y(p)

Rx (n), d̂
(p−1)
Ry (n),h(p)

)
can be computed

as

P
(
v(p)
n (f ) = b | y(p)

Rx (n), d̂
(p−1)
Ry (n),h(p)

)
=∑

a∈	(f ,b)
P

(
y(p)
Rx (n) | a, d̂ (p−1)

Ry (n),h(p)
)
P(a), (18)

where the subset 	(f , b) =
{
μ

([
v(p)
n (1), v(p)

n (2), · · · ,
v(p)
n (m)

]
| v(p)

n (f ) = b
)}

. The a priori probability P(a) is
unavailable on the first iteration of the demapping. There-
fore, in the initialization phase, it is assumed that all a
are equally probable. Equation (18) is used as the input to
the SISO decoder, which then generates the a posteriori
probabilities for the coded bits. On the second iteration,
these probabilities are interleaved and fed back as a priori
probabilities to the demapper as shown in Figure 3.

6 Results
In this section, we validate the proposed detectors
through Monte Carlo computer simulations. We consider
an alternate-relaying DF cooperative communication sys-
tem, using a convolutional code with constraint length
5, rate 1/2, and polynomial generators (23)8 and (35)8.
The BCJR algorithm [19] is used for decoding. A frame-
based transmission is assumed; each has 20 packets. A
packet length of Nb = 150 information bits is chosen,
leading to Nc = 300 coded bits. The coded bits are
set, partition mapped on an 8-PSK constellation, result-
ing in Nd = 100 symbols. For each link, the channel
is assumed to be frequency non-selective and modeled
as a zero-mean independent complex Gaussian random
variable. To capture the effect of the path loss on the per-
formance, we consider E

[|hAB|2] = (dSD/dAB)ε [2], where
hAB, dSD, and dAB are the channel coefficient, the distance
between source and destination, and the distance between
the nodes A and B, respectively; ε is the path loss expo-
nent, and E[.] is the statistical average operator. Unless
mentioned otherwise, the distance between the source
and the two relays equals 0.4, while the distance between
the two relays is 0.2. All these distances are normalized to
the source-to-destination distance, and ε is set to be 2.
Figures 8 and 9 depict, respectively, the bit error rate

(BER) performances of the proposed optimal and sub-
optimal detectors at the destination as a function of
Eb/N0, where Eb and N0 are the energy per bit con-
tributed by the source and noise power spectral density,
respectively. One can express Eb at the destination as

Eb = 1
2 log2M

E
[∣∣∣h(p)

SD

∣∣∣2]E
[∣∣∣d(p)(n)

∣∣∣2] (19)

= 1
2 log2M

.
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Figure 8 BER of the full-rate systemwith the optimal detector and half-rate cooperative systems.

Here we assume, without loss of generality, that

E
[∣∣d(p)(n)

∣∣2] = 1, E
[∣∣∣h(p)

SD

∣∣∣2] = σ 2
SD = 1, and the trans-

mit pulse shaping satisfies the Nyquist criterion. Since
two relays are used in the alternate-relaying cooperative
systems, the BER performance of the half-rate one relay
and best relay from a set of two relays is also shown.
For a fair comparison between the half-rate and full-rate

(alternate-relaying) systems, we keep the same data rate
and transmitted power for both systems. Hence, we use
64-PSK modulation for the half-rate systems and 8-PSK
for the full-rate systems. As one can observe, for the full-
rate cooperative systems, iterative processing achieves a
significant performance improvement for the proposed
optimal and sub-optimal detectors. Furthermore, it is seen
that the performance of the proposed full-rate cooperative
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Figure 9 BER of the full-rate systemwith the sub-optimal detector and half-rate cooperative systems.
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Figure 10 BER of the optimal and sub-optimal detectors.

systems outperforms that of the half-rate cooperative
systems.
Figure 10 compares the BER performance of the

proposed optimal detector with that of the proposed
sub-optimal detector. As one can observe, at the first
iteration, the performance of the sub-optimal detector
is much worse than that of the optimal one. However,

by increasing the number of iterations, the difference
between the performance of the sub-optimal and opti-
mal detectors reduces. This occurs because at the first
iteration, the a posteriori probabilities provided by the
sub-optimal detector are not reliable to initialize the
SISO decoder. With the aid of iterative processing,
the reliability of the sub-optimal detector increases,
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Figure 11 BER performance at the destination with different relay positions. Here, we set dR1R2 to 0.2, and dR1D and dR2D are changed
accordingly.
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Figure 12 BER performance of the proposed detector, detector 1, and detector 2 at the relays.

and its performance approaches the performance of the
optimal detector.
Figure 11 shows the BER performance of the proposed

optimal and sub-optimal detectors with different relay
positions, while the distance between the two relays is
kept constant. As one can observe, the BER at the desti-
nation degrades with dSR1 and dSR2 . It is because the BER
at the relays increases with dSR1 and dSR2 ; this, in turn,
increases the BER at the destination.
Figure 12 shows the BER performance of the used detec-

tor at the relays, as shown in Section 5, as a function of
Eb/N0. Here, Eb is the energy per bit contributed by the
source at the listening relay Rx, x = 1, 2, given as

Eb = 1
2 log2M

E
[∣∣∣h(p)

SRx

∣∣∣2]E
[∣∣∣d(p)(n)

∣∣∣2] (20)

= σ 2
SRx

2 log2M
.

For the sake of comparison, we show the performance
when the interference signal can be treated as additional
noise, and this is referred to as detector 1. In addition,
we show the BER performance of the successive interfer-
ence cancellation detector proposed in [8,11], which is
based on detecting the strongest signal first, then sub-
tracting its contributions from the received interfered
signal before detecting the other signal. In the sequel, this
is referred to as detector 2. As one can observe, both
detector 1 and detector 2 lead to an unacceptable per-
formance. We also notice that the used detector achieves
a strong improvement of the performance after only two
iterations. In addition, there is no significant improvement

in the performance after three iterations for any Eb/N0
values.

7 Conclusions
The receiver design was studied at destination for
alternate-relaying decode-and-forward cooperative com-
munication systems with BICM signals. The interference
signal, which results from the simultaneous transmis-
sion of data streams through both direct and one of the
relay channels, was exploited as a beneficial resource to
develop an optimal detector. We showed that the opti-
mal detector was implemented by parallel concatenating
MAP algorithms and demappers to the decoders. In order
to avoid the delay problem associated with the optimal
detector, a sub-optimal detector was also developed. The
sub-optimal detector achieved a close performance when
compared with the optimal one. Both of the optimal
and sub-optimal detectors exchanged soft information
between decoders and MAP algorithms in an iterative
fashion for performance improvement.

Competing interests
The authors declare that they have no competing interests.

Acknowledgements
H Mostafa gratefully acknowledges the financial support of the Egyptian
government.

Author details
1Faculty of Engineering and Applied Science, Memorial University, St. John’s,
NL, A1B 3x5, Canada. 2Faculty of Electronic Engineering, Menoufyia University,
Menouf, 32952, Egypt.

Received: 10 May 2013 Accepted: 16 September 2013
Published: 25 September 2013



Mostafa et al. EURASIP Journal onWireless Communications and Networking 2013, 2013:236 Page 13 of 13
http://jwcn.eurasipjournals.com/content/2013/1/236

References
1. A Nosratinia, T Hunter, A Hedayat, Cooperative communication in

wireless networks. IEEE Commun. Mag. 42(10), 74–80 (2004)
2. N Laneman, D Tse, G Wornell, Cooperative diversity in wireless networks:

efficient protocols and outage behavior. IEEE Trans. Inf. Theory. 50(12),
3062–3080 (2004)

3. V Stankovic, A Host-Madsen, Z Xiong, Cooperative diversity for wireless ad
hoc networks. IEEE Signal Process. Mag. 23(5), 37–49 (2006)

4. Z Ding, I Krikidis, B Rong, J Thompson, C Wang, S Yang, On combating the
half-duplex constraint in modern cooperative networks: protocols and
techniques. IEEE Trans. Wireless Commun. 19(6), 20–27 (2012)

5. L Rodriguez, N Tran, T Le-Ngoc, Multiple frame precoding for NAF
relaying over Rayleigh fading channels. IEEE Trans. Veh. Technol. 61(1),
398–404 (2012)

6. Y Han, S Ting, C Ho, W Chin, Performance bounds for two-way
amplify-and-forward relaying. IEEE Trans. Wireless Commun. 8(1),
432–439 (2009)

7. R Louie, Y Li, B Vucetic, Practical physical layer network coding for
two-way relay channels: performance analysis and comparison. IEEE
Trans. Wireless Commun. 9(2), 764–777 (2010)

8. B Rankov, A Wittneben, Spectral efficient protocols for half duplex fading
relay channels. IEEE J. Sel. Areas Commun. 25(2), 379–389 (2007)

9. H Wicaksana, S Ting, C Ho, W Chin, Y Guan, AF two-path half duplex
relaying with inter-relay self interference cancellation: diversity analysis
and its improvement. IEEE Trans. Wireless Commun. 8(9),
4720–4729 (2009)

10. C Luo, Y Gong, F Zheng, Full interference cancellation for two-path relay
cooperative networks. IEEE Trans. Veh. Technol. 60(1), 343–347 (2011)

11. Y Fan, C Wang, J Thompson, H Poor, Recovering multiplexing loss
through successive relaying using repetition coding. IEEE Trans. Wireless
Commun. 10(12), 4484–4493 (2007)

12. C Wang, Y Fan, J Thompson, M Skoglund, H Poor, Approaching the
optimal diversity-multiplexing tradeoff in a four-node cooperative
network. IEEE Trans. Wireless Commun. 12(9), 3690–3700 (2010)

13. W Chang, S Chung, Y Lee, Capacity bounds for alternating two-path relay
channels, in Paper presented at the Allerton conference on communications,
control and computing, (Monticello, IL, 26–28 September 2007)

14. R Zhang, Characterizing achievable rates for two-path digital relaying, in
Paper presented at the IEEE international conference on communications,
(Beijing, 19–23 May 2008)

15. P Rost, G Fettweis, A cooperative relaying scheme without the need for
modulation with increased spectral efficiency, in Paper presented at the
IEEE 64th vehicular technology conference, (Montreal, Quebec, 25–28
September 2006)

16. A Ribeiro, X Cai, G Giannakis, Opportunistic multipath for bandwidth
efficient cooperative multiple access. IEEE Trans. Inf. Theory. 5(9),
2321–2327 (2006)

17. L Sun, T Zhang, H Niu, Inter-relay interference in two-path digital relaying
systems: detrimental or beneficial? IEEE Trans. Wireless Commun. 10(8),
2468–2473 (2011)

18. E Zehavi, 8-PSK trellis codes for a Rayleigh fading channels. IEEE Trans.
Commun. 40(5), 873–883 (1992)

19. L Bahl, J Cocke, F Jelinek, J Raviv, Optimal decoding of linear codes for
minimizing symbol error rate. IEEE Trans. Inf. Theory. 20(2), 284–287 (1974)

20. G Caire, G Taricco, E Biglieri, Bit-interleaved coded modulation. IEEE Trans.
Inf. Theory. 44(3), 927–946 (1998)

21. X Li, J Ritcey, Trellis-coded modulation with bit interleaving and iterative
decoding. IEEE J. Sel. Areas Commun. 17(4), 715–724 (1999)

22. X Li, A Chindapol, J Ritcey, Bit-interleaved coded modulation with
iterative decoding and 8PSK signaling. IEEE Trans. Commun. 50(8),
1250–1257 (2002)

23. DS Watkins, Fundamentals of Matrix Computations (Wiley, New York, 2002),
p. 640

doi:10.1186/1687-1499-2013-236
Cite this article as: Mostafa et al.: Decoding techniques for alternate-
relaying BICM cooperative systems. EURASIP Journal onWireless Communica-
tions and Networking 2013 2013:236.

Submit your manuscript to a 
journal and benefi t from:

7 Convenient online submission

7 Rigorous peer review

7 Immediate publication on acceptance

7 Open access: articles freely available online

7 High visibility within the fi eld

7 Retaining the copyright to your article

    Submit your next manuscript at 7 springeropen.com


	Abstract
	Keywords

	1 Introduction
	2 System model and problem formulation 
	2.1 Transmission protocol
	2.2 Received signals at relays and destination 

	3 Optimal decoding technique at the destination
	3.1 MAP algorithms 
	3.2 Demapper 
	3.3 Decoder
	3.4 Implementation aspects

	4 Sub-optimal decoding technique at the destination
	5 Decoding technique at the relays
	6 Results
	7 Conclusions
	Competing interests
	Acknowledgements
	Author details
	References

