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Software-defined radios (SDRs) are a promising technology to enable dynamic channel access and sharing. Multiple
Input Multiple Output (MIMO) is another radio technology breakthrough for increasing wireless network capacity. To
obtain the full benefits brought by the SDR and MIMO technologies in wireless mesh networks (WMNs), the higher
layer mechanisms should exploit their capabilities in a systematic way. In this paper, we investigate routing, channel
assignment, link scheduling, and MIMO transmission mode control in multi-channel multi-antenna wireless mesh
networks. We first present a cross-layer framework for network performance optimization. Network traffic routing is
established on a relatively long time scale to maintain system stability. We then proposed a stream controlled multiple
access (SCMA) scheme, which is responsible for assigning frequency channels and scheduling links for data
transmission and controlling MIMO transmission modes. It enables efficient spectrum access and sharing in time,
frequency, and space, and adapts to varying network conditions. The evaluation results show that the proposed
scheme greatly improves network performance compared to the traditional schemes.
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1 Introduction

Software-defined radios (SDRs) are a promising tech-
nology to enable dynamic channel access and sharing
by allowing flexible configuration of radio transmission
parameters in real time and switching from one chan-
nel to another. Multiple Input Multiple Output (MIMO)
is another radio technology breakthrough for improving
wireless network performance. MIMO can provide many
types of benefits via multiple antennas and advanced sig-
nal processing. With spatial multiplexing, a transmitter
can concurrently send multiple independent data streams
over multiple antenna elements on the same frequency
channel to increase throughput, and the receiver is able
to separate and decode these data streams based on their
spatial signatures. In another way, MIMO can realize
interference suppression and improve spectrum spatial
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reuse. A MIMO transmitter can nullify its signal interfer-
ence to the nearby receivers that do not want to receive
the signal, and a MIMO receiver can suppress interference
caused by undesired nearby transmitters. These benefits
can be attained simultaneously by properly using differ-
ent MIMO techniques, i.e. controlling MIMO operation
mode. For example, spatial multiplexing and interference
suppression can be realized together for achieving sig-
nificant performance gain. Given its potential, MIMO
has been adopted in next-generation WiFi, WiMax, and
cellular network standards.

SDR and MIMO are expected to greatly enhance spec-
trum efficiency and increase wireless network through-
put. Particularly, in multi-hop wireless mesh networks
(WMN:Ss), one of the major problems is capacity reduction
due to interference among multiple simultaneous trans-
missions [1]. A WMN can use SDR and MIMO to improve
its performance in which nodes equipping with one or
more MIMO-enabled SDR interfaces can flexibly access
different frequency channels and employ spatial multi-
plexing and/or interference suppression on each channel
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for high throughput. To obtain the full benefits brought by
the SDR and MIMO techniques in multi-channel WMN:ss,
the higher layer mechanisms such as network routing and
media access control (MAC) should exploit their capabil-
ities in a systematic way due to the interdependence.

Most existing studies on applying MIMO technique in
wireless mesh networks focus on single-channel WMN5s
[2-8]. Channel assignment is not an issue for those cases.
However, in multi-channel WMNs with SDRs, dynamic
channel assignment and sharing is another important
factor that affects the system performance. From the net-
work and MAC layersS perspective, it provides another
dimension for optimization in cross-layer algorithm
design. Moreover, the option of different MIMO oper-
ation modes, i.e. spatial multiplexing and interference
suppression with different levels of degree of freedom,
could further increase the flexibility of channel sharing
by multiple MIMO nodes in a network and significantly
impact the determination of routing, channel assignment,
and scheduling. Some earlier work [9,10] has made an
effort to obtain theoretical formulation of the optimiza-
tion problem with an abstract model for multi-channel
multi-antenna WMNs and compute the upper bound of
achievable throughput. However, to the best of our knowl-
edge, there is little work to design practical algorithms to
exploit SDR and MIMO in multi-channel multi-antenna
WMNSs. A key challenge in the algorithm and protocol
design is to take into account the interaction of network
routing, transmission scheduling, allocation of available
frequency channels to radios, and control of MIMO oper-
ation mode on each wireless link (also referred to as
MIMO stream control). Routing traffic over the WMN
and scheduling concurrent transmissions on the different
wireless links should consider the channel assignment and
the interference level of the links that are affected by the
resource allocation at the physical layer. The MIMO oper-
ation mode selection of a radio link is also interdependent
with the assigned frequency channel and other scheduled
radio transmissions on the same channel. It is necessary
to employ a cross-layer approach in the network design to
optimize performance.

In this paper, we present a set of algorithms for routing,
channel assignment, link scheduling, and MIMO mode
control in multi-channel multi-SDR  MIMO-enabled
WMN:Ss. In order to maintain network stability, routing is
established on a longer time scale based on a network-
wide global view and the expected channel and traffic
characteristics through an optimization framework. The
proposed framework achieves the cross layer gains of net-
work routing with channel assignment, link scheduling,
and MIMO mode control. In this way, the flow paths are
not overly sensitive to the instantaneous channel and traf-
fic changes. Furthermore, we design a stream-controlled
multiple access (SCMA) scheme that is responsible for
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assigning channels and scheduling links to transmit and
controlling the MIMO transmission mode. The proposed
SCMA scheme is able to adapt to the short-term channel
variations and traffic dynamics to exploit local transmis-
sion opportunities and achieve efficient spectrum access
and sharing in time, frequency, and space. The evaluation
results show that the proposed schemes greatly improve
the network performance compared to the traditional
schemes.

The rest of the paper is organized as follows. In
Section 2, we review the related work. In Section 3, we
present MIMO background. Section 4 describes the net-
work model. Section 5 presents the optimization frame-
work and network routing. The proposed SCMA scheme
is presented in Section 6. Performance evaluation is given
in Section 7. Finally, Section 8 concludes the paper.

2 Related work

Various routing, channel assignment, and scheduling
algorithms [11-17] have been proposed for non-MIMO
WMNs, but those conventional algorithms did not con-
sider the effects of multiple antennas and could not lever-
age the benefits brought by MIMO into wireless mesh
networks. They become inefficient when directly applied
to MIMO SDR-based WMNs with capability to dynam-
ically access available channels and select MIMO modes
to transmit. MIMO has been widely studied for single
point-to-point link or point-to-multipoint transmission
scenarios [18-22], where the main focus is on physical and
MAC layers.

The application of MIMO technique in single-channel
WMNs have been investigated in recent years. The works
in [2-4] focused on development of the MAC schemes
to enable MIMO communications and joint optimiza-
tion of MIMO stream control and link scheduling in
wireless mesh networks. In [23], the authors defined a
joint optimization problem of bandwidth allocation, ele-
ment assignment, and scheduling without assuming the
same number of antenna elements on each WMN node
and also proposed a technique to minimize the total
number of the antenna elements. MIMO-aware rout-
ing and joint design of routing, scheduling, and stream
control to obtain optimal throughput for single-channel
multi-antenna WMNSs have been studied in [5-8]. How-
ever, dynamic channel assignment and sharing as well as
its benefits and constraints are not considered in those
studies.

There is very limited research on multi-channel multi-
antenna WMNs. In [9], the authors formulated an
analytical framework and derived the maximum achiev-
able throughput in multi-channel multi-antenna WMNs
as only the MIMO interference suppression technique
is used. In addition, they only considered routing, not
scheduling, in their formulation to optimize the total
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network throughput. [10] enhanced [9] by presenting a
mathematical model of routing and scheduling optimiza-
tion problem and analyzed and compared the achievable
network throughput for several MIMO operation modes
with interference suppression and spatial multiplexing.
These works mainly focus on theoretical formulation and
obtain the upper bound of achievable throughput. In [24],
the authors considered a wireless mesh network prototype
with a square topology and three non-overlapped chan-
nels at 2.4-GHz ISM band, two channels assigned to the
backbone and one channel for the connections between
the wireless clients and router. The channel allocation
method in the backbone is designed, and MIMO is used
to cancel inter-hop interference. However, the design is
specific for the square topology with two non-overlapped
backbone channels. How to design practical algorithms
to exploit SDR and MIMO capabilities to improve perfor-
mance in multi-hop multi-channel MIMO-enabled SDR-
based WMNs is still an challenging issue that needs
systematic investigation.

3 MIMO background

MIMO employs multiple antenna elements to offer multi-
ple degrees of freedom (DoFs) for communications and to
achieve spatial multiplexing and interference suppression.
In this section, we briefly explain the basics of MIMO and
its benefits. Since MIMO is a broad category containing
various techniques, we will mainly focus on zero-forcing-
beam-forming (ZFBF) [19,20], which is one of the most
powerful MIMO techniques.

For ease of explanation, let us first consider a MIMO
link and assume that the transmitting node A and the
receiving node B are each quipped with two antennas
as shown in Figure la. Two streams, s1(¢) and s2(£), can
be transmitted simultaneously through this MIMO link.
Before transmission, precoding can be performed on the
two streams by multiplying the stream s;(t) (i = 1,2)
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with an encoding vector wi =[u;, ui,g]T. Therefore, the
resulting transmitted signal will be s(t) = wups1(¢) +
uzs(¢). Each antenna transmits a weighted combination
of the original streams 51 (t) and s5(¢). Let Hp p denote the
2 x 2 channel matrix between transmitter A and receiver
B. Each entry /;; of Ha p is a complex channel coefficient
along the path from the jth antenna on the transmitter
to the ith antenna on the receiver. At the receiver, two
separate streams, r1(¢t) and ry(£), can be constructed by
weighting the two received signals (one on each antenna)
with two decoding vectors vi =[v; vl,g]T and vo =
[vy1 va2]T. One can write ri(t) = (vjHapui)si(t) +
(viHaBu2)s2(¢) + vin and rp(t) = (viHapupsi () +
(v; Hya pu2)sa(2) +v; n, where n is the channel noise. With
appropriate configuration of the encoding and decoding
vectors, one can ensure VIHA,Bug = 0and VIHA,Bul =1
to construct r;(¢), and v;HA,Bul = 0 and v;HA,Buz =
1 to construct rp(¢). Hence, multiple antennas can be
exploited to send multiple streams for increasing through-
put with spatial multiplexing.

MIMO can also be used to suppress interference. Con-
sidering an example in Figure 1b, there are two concurrent
transmissions: node A — node B and node C — node
D, which interfere with each other. If each of the nodes
is equipped with a single omnidirectional antenna, node
C’s transmission would interfere with node B’s recep-
tion, and hence, node B would not be able to successfully
receive the signal from node A. Similarly, node D could
not successfully receive the signal from node C under
the interference of node A’s transmission. However, with
MIMO, nodes B and D can successfully receive their
desired signals from A and C, respectively, even nodes A
and C transmit simultaneously. For illustration purpose,
we assume that each node is equipped with two anten-
nas as before. Node A uses its two antennas to send two
weighted copies of its signal s1(¢) to node B, and node C
sends two weighted copies of its signal s5(¢) to node D.

(a) Node A sends two-stream signal
with spatial multiplexing

(b) Links AB and CD suppress
interference each other

Figure 1 MIMO transmission. Node A sends two-stream signal with spatial multiplexing (a). Links AB and CD suppress interference each other (b).




Liu et al. EURASIP Journal on Wireless Communications and Networking (2015) 2015:65

Let up =[ua1 uao)" and uc =[ucy ucy]’ denote the
encoding vectors of node A and node C, respectively. The
resulting transmitted signal from nodes A will be sa(t) =
upsy(2), and the signal from node C will be sc(t) =
ucsy(t). Let vg =[vp1 vgpl' and vp =[vp1 vppl'
denote the decoding vectors of nodes B and D, respec-
tively. Because node B is within the transmission ranges
of both A and C, its received signal can be expressed
as r(t) = (vgHapua)si(®) + (viHcpuc)s2(t) + vin
where Hy p and Hcp are the channel coefficient matri-
ces between receiving node B and transmitting nodes A
and C, respectively. Similarly, the received signal of node
Dis ry(t) = (viHapua)si(®) + (vHepuc)sz () + vin
where Ha p and Hcp are the channel coefficient matri-
ces between receiving node D and transmitting nodes A
and C, respectively. Because node B has two antennas, its
decoding vector vg can be chosen to let viHcguc = 0
and v]TsHA,BuA = 1 so that the interference caused by
node C’s transmission is suppressed, and node B receives
an interference-free signal from its intended transmitter
A. Similarly, receiver D can reconstruct the signal from
its intended transmitter C by choosing its decoding vec-
tor vp so that viHapua = 0 and v{Hcpuc = 1.
In addition, transmitter A may select its encoding vec-
tor to nullify its interference to node D by ensuring
VBHA,DuA = 0. So node C can nullify its interference to
node B. In general, receivers can use their multiple anten-
nas to suppress interference caused by undesired nearby
transmitters while successfully receiving their desired sig-
nals. Transmitters can use their multiple antennas to
nullify their signals at undesired nearby receivers while
ensuring acceptable signal gains at their desired receivers.
Thus, with MIMO, the spatial reuse factor of spectrum
is improved by letting multiple interfering links transmit
simultaneously.

Although the MIMO techniques can provide appeal-
ing benefits, several issues need to be carefully considered
when employing it. (i) To properly configure the encod-
ing and decoding vectors, both transmitter and receiver
should be aware of the instantaneous channel coefficient
matrices. This is a common assumption for many higher
layer algorithm designs [5-10]. However, even without
such an assumption, there exist practical estimation tech-
niques that have already been applied in implementations
and given fairly good results [25]. In addition, to keep
the illustration simple and focused, we assume the chan-
nel coefficient matrices are all full rank. (ii) The ability
of MIMO to enable spatial multiplexing and interference
suppression is not unlimited. Fundamentally, the number
of concurrent streams that can be scheduled to transmit
is constrained by the number of antennas, i.e. the DoF of
the transmitter. Also, the number of streams a receiver
can simultaneously receive is also limited by its number of
antennas (DoF) [19]. We will carefully consider the nodes’
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DoF constraints in scheduling transmissions later in the
paper.

Based on the above discussions, the DoFs of a MIMO
radio can be exploited in one of the following three modes:
(1) all DoFs are used to send a multi-stream flow of
data by exploiting spatial multiplexing; (2) all DoFs are
used to suppress the interference which allows multiple
concurrent transmissions of multiple radios in a neighbor-
hood; (3) some of DoFs are used to send a multi-stream
flow while the others are used to suppress interference.
The overall throughput under different MIMO operation
modes is different. For the example in Figure 1, if links
AB and CD transmit in a TDMA fashion, that is, link AB
active with two streams in time slot 1 and link CD active
with two streams in time slot 2, the total throughput over
two time slots is different from that as links AB and CD
are both active in time slots 1 and 2, each transmitting
one stream. This is because the throughput depends on
the channel matrices and the encoding and decoding vec-
tors, which are all varying over time and depend on the
assigned channel frequency. The MIMO mode control,
that is, arranging the DoFs of each radio for transmitting,
receiving, or suppressing interference in a time slot, has a
great impact on the overall network performance.

4 Network model

We study multi-SDR, multi-channel wireless mesh net-
works with MIMO links and assume the system is time-
slotted. Each mesh node is equipped with one or more
SDRs and multiple antennas. Each radio is capable of
dynamically switching channels on a per-slot basis and
forming MIMO links with neighboring radios if they are
assigned on the same channel. With multiple MIMO-
enabled SDR interfaces, a node can flexibly access multi-
ple orthogonal frequency channels and transmit multiple
MIMO streams on each channel simultaneously, exploit-
ing both frequency and spatial dimensions to improve
network throughput. Depending on implementation, mul-
tiple MIMO SDR interfaces at a node may share a set of
antennas and some radio processing unit for cost saving
and operate on different channels.

We model the WMN network as a directed graph G =
(V,E) where V represents the set of nodes and E the set
of directed links. If node u can transmit directly to node
v, then we represent this by a link, e = (u,v) € E. We
assume that there are C orthogonal frequency channels
available in the network, numbered from I to C. Assume a
node u € V has N(u#) SDRs and each SDR can operate on
a channel assigned to it in a time slot. We denote by F(u)
the set of channels assigned to node u, and |F(u)| is the
number of channels in F(u) (obviously, |F(u)| < N(u)).
The communication between two nodes « and v is possi-
ble only if there is a common channel among the sets F(u)
and F(v).
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If the transmitting and receiving radios of a MIMO link,
e = (u,v) are equipped with K, and K, antenna ele-
ments, respectively. There can be no more than K, =
min{K,, K,} concurrent MIMO streams over e on a chan-
nel. The receiver v can decode all K, incoming streams
from transmitter u successfully as long as the total num-
ber of streams (including the data streams from # and the
interference streams from other nearby transmitters) is
less than or equal to the number of its antenna elements
(DoFs). For ease of exposition, in this paper, we assume
that each node has K antenna elements.

Assume that there is a set S of end-to-end flows in
the WMN, where each flow s € S is characterized with
a source-destination pair src(s) and dst(s) € V and a
flow rate r;. Hence, we seek 1) the network traffic flow
routing; 2) a channel assignment specifying the channels
assigned to each node u € V, denoted by F(u); 3) a
schedule that decides the set of simultaneous communi-
cations on each available channels i = 1,2,... Cat each
time slot ¢, for ¢ = 1,2,...T where T is the period of
the schedule; and 4) the MIMO operation mode of each
link.

5 Optimization framework and network routing
We first formulate a cross-layer optimization framework
for maximizing an aggregate utility under the routing,
MAC, and physical layer constraints to seek the optimal
network performance in this section, which forms a the-
oretical foundation for our work. Then, we discuss the
routing algorithm.

Let U(rs) be a utility function that represents the ben-
efit to the system achieved by a flow rate ;. The goal of
our optimization framework is to maximize the aggregate
utility function ) ¢ Us(r), subject to the network con-
straints that we describe and model below. This problem is
implicitly coupled with network traffic flow routing, chan-
nel assignment, scheduling, and MIMO mode control
problems.

We let §(1) denote all the link in E that are incident
(incoming or outgoing) on node # € V. Among these,
the incoming links are denoted by 6~ (), and the outgo-
ing links are denoted by 8 (). For a link e = (u,v) € E,
let X¢(e, i, j) be 1 if there is a communication (e, i, j) from u
to v on channel i and using j streams at time slot ¢, and let
Xt (e, i,j) be 0 otherwise. Let f(e, i, /) or f(u,v,i,j) denote
the average data flow rate at which data are transmitted
over link e from node « to node v on channel i (1 <i < C)
using j streams (1 < j < K) over T time slots, which
can be given by f (e, i,j) = % > oteqn,..my Xt (eir)) ct (e, 01)),
where ¢;(e, i, /) is the date rate of link e = (u, v) at ¢-th slot
when it operates on channel i and transmits j independent
streams. Let c(e, i, j) denote the point-to-point link capac-
ity or maximum achievable data rate for link e = (u, v) if it
operates on channel / and transmits j independent streams
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without interference from any other links. Then, we can
rearrange the terms and yield

fleip 1
cle i, j) —

> Xi(e i) ¢y

te{l,...T}

Note that the above inequality results in a loose perfor-
mance upper bound. When two interfering links transmit
simultaneously on the same channel by taking advantage
of MIMO processing, the transmission rate is expected
to be lower than the point-to-point link capacity with the
same channel and the same number of streams but under
no interference. The smaller the impact of interference,
the closer is the transmission rate to the link capacity and
thus the closer is the system performance to the bound.

For every flow s € §, let Ps denote the set of all possi-
ble paths between src(s) and dst(s). A possible path in Ps
is a sequence of (e, i,j) from src(s) to dst(s). By letting r,,
denote the rate of a path p, r; = ZpePS ry. Let Ay(e,i,f) be
1 if path p contains a communication (e, i, j) on link e and
channel i with j streams, and let A, (e, i,/) be 0 otherwise.
One can write

fleif) =" ryx dplei) 2)

s€S pePg

The network flow must satisfy flow conservation at all
nodes, that is, at any node u, the total incoming traffic plus
the traffic initiated from node u should be equal to the
total outgoing traffic plus the traffic destined to node u.
The flow conservation constraint can be expressed as

C K

erz Z ZZf(e,i,j)

ecst(u) i=1j=1

+ Z er,\me\/ (3)

s:idst(s)=u pePs

S S seidt Y

e (u) i=1j=1 s:sre(s)=u pePs

The data flow rate on a link should not be over the link
capacity, that is, there is a link capacity constraint,

f(eij) < cl(eij),Viei)) (4)

Considering a half-duplex radio, it can be engaged in
only one communication activity at a time, either send
or receive. A node u# with N(x) SDRs can participate
in at most N(#) communications at a time on distinct
channels, that is, 3,5, <, Z]K=1 Xt (e,6,j) < N(u).In
order to maintain network stability, routing is established
on a longer time scale based on overall network condi-
tions and average traffic flow rate. To obtain the radio
constraint on the average data flow rate on a link, we take
average of both side of the formula over all time slots,
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1 C K .. .
T Zte{l, T} Ze€8(u) > it Zj:l Xy (e’ l:l) < N(u). Using
Equation 1, we can derive the radio constraint,

C K

> sz(e’ij)<N(u) VueV (5)

eed(u) i=1 j=1 C(e’l ])

We denote by I(e) € E the set of links that can inter-
fere with link e. Note that simultaneous transmissions on
two interfering links e; and ey on the same channel are
possible due to MIMO. Let I5- (i) denote the set of links
that interfere with links directed at node u if commu-
nicated on the same channel. That is, the transmitters
of this set of links can cause interference to the signal
reception of node u. Note that the set §(u) is included
in the set I5- (u). Likewise, we denote by I5+ () the set
of links that get interference from links directed out of
node u. That is, transmissions initiated by node u will
interfere with the reception on this set of links. The set
8(u) is also included in the set I+ (u). As described in
Section 3, with MIMO, node u# must dedicate enough
DoFs to combat the interference from all nearby trans-
missions on the same channel in order to successfully
receive its desired signal in a time slot. In addition, other
nodes must dedicate enough DoFs for interference sup-
pression from the transmission of node u if they operate
on the same channel as #. We model this as the follow-
ing set of necessary conditions that must be satisfied by
any feasible solution. For any node u# working on channel i
and for a time slot ¢, Zed P Z]K 1X:(e,i,j) x j < K and

Zeelﬁ ) Z]_ X¢(e,i,j) X j < K. Taking average over all
time slots and using Equation 1, we derive the following
interference constraints,

Z Zf(e,l]) <K’W€{1,2...C},MGV (6)
C(e’l]

e€ly—, j=1

Z Zf(e’l])

<KVie({l2...
el =1 e i)

ChueV (7)

Then, we formulate the following cross-layer optimization
problem,

max ZLIS er (8)

seS pEePy

subject to constraints Equations 3 to 7.

For simplicity, we just set the utility U (r5) to be
equal to the flow rate ry in this paper although other
utility functions can be used in our framework. Thus,
Us(Y pep,Tp) = Dpep,Tp- Substituting f(e,i,j) with
Equation 2 in the constraints Equations 3 to 7, the above
problem is a mixed integer linear programming (MILP)
problem which can be solved using approximation algo-
rithms [9,26] and obtain the optimal rate of each flow
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path and routing. It is clear that any optimal solution must
satisfy the above constraints, and solving this problem
provides an upper bound on the achievable overall net-
work utility or throughput (if the utility is equal to the
flow throughput). However, the solution may not be fea-
sible in terms of channel assignment and schedulability
as discussed later. In addition, the formulation only deals
with the average traffic flow rate and gives a long-term
average optimum. However, the traffic rate and channel
conditions on a wireless link may change very fast, for
example, just in a time period of several packet transmis-
sions, which is much shorter than the expected lifetime of
a route.

In general, it is desirable that the network layer selects
the route of data flows based on long-term expected chan-
nel and traffic conditions for network stability. Link layer
and physical layer mechanisms account for instantaneous
channel variations and traffic dynamics to exploit local
opportunistic transmissions. Therefore, we will present
a scheme based on such time scale separation in which
routing is established for a longer term use, while chan-
nel assignment, scheduling, and MIMO mode control
are dynamically adapted to varying channel and traffic
conditions.

The approximation algorithm [26] can be employed to
obtain the optimal solution to the above MILP problem,
which gives the flow routing and the achievable rate of
each flow path that maximize the network throughput
and satisfy all of the above mentioned constraints. The
approximation algorithm uses iteration to compute the
shortest weighted paths among the pairs of sources and
destinations for all the flows. A flow is then routed via
the shortest weighted path. The rate of the flow path is
chosen such that the minimum capacity edge belonging
to the shortest path is saturated. Given an approxima-
tion requirement €, the complexity of the algorithm is
O((N®logN)/€?) to find a solution with (1 — €)? approxi-
mation ratio to the optimal solution, where N is the total
number of nodes in the network. The parameter € can
be appropriately chosen so that a solution with accept-
able quality is obtained in polynomial time by trading
off some accuracy for faster execution. We denote the
optimal rate of flow path p as r,; and the optimal traf-
fic solution asf* (& 6L)) =Y s pep,s r; X A;(e, i,J). For
each link e = (u, v) its carried traffic is calculated as
fru,v) = Zl 1 Z — 1/, v,i,)). Here, we are only inter-
ested in the volume of traffic on a link between two
nodes for routing purpose regardless of which channel
it operates on and how many MIMO streams are used.
In the next section, a media access scheme is designed,
which exploits the short-term channel variations and traf-
fic dynamics for optimal channel assignment, MIMO
transmission mode control, and scheduling. Additionally,
a flow control mechanism may be implemented at the
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source node of each flow path which injects traffic at
an average rate no greater than the maximum achiev-
able average flow path rate r;; to avoid overwhelming the
network.

6 Stream-controlled multiple access (SCMA)

In this section, we present a scheme, called stream-
controlled multiple access (SCMA), which assigns the
channels to radios, decides the set of simultaneous com-
munications on each available channel i (( = 1,2, ..,C) in
a time slot ¢, as well as controls the MIMO operation mode
of each active link in order to achieve efficient spectrum
access and sharing among temporal, frequency, and spatial
dimensions. For a time slot ¢, the SCMA scheme pro-
ceeds in two stages: (i) channel assignment for scheduling
a set of links for transmission on different channels and
(ii) link pairing for taking advantage of MIMO mode con-
trol to improve performance. For ease of explanation, we
assume that each flow s € S propagates along a single path
from a source to a destination in this section. It is easy to
extend the scheme to the case of multiple paths per flow
by splitting a flow to multiple subflows. Each subflow cor-
responds to a path, and scheduling is performed on the
subflow level. We further assume in the following that the
paths of the flows in the network have been determined by
the framework described in the last section or by another
routing mechanism, e.g. Hybrid Wireless Mesh Protocol
(HWMP) specified in the IEEE 802.11s standard [12].

6.1 Channel assignment and scheduling
A mesh node in the WMN can maintain per-flow queues
for resource allocation. Consider a flow s passing through
a link e = (u,v) from node u to node v. The queue for
flow s at nodes u and v are denoted by QS, and Q3, respec-
tively. Let ¢;, and g denote the amount of data in the
queues @, and @, respectively, i.e. queue lengths. Note
that if the destination node of a flow can process packets
fast enough, the queue length of a flow at its destination
node is zero. Each per-flow queue at a node has an asso-
ciated weight. The weight for queue Q;,, denoted by w5, is
defined as w{, = max{(g}, — ¢} )re, 0}, where r is the trans-
mission rate on the link e = (i, v). That is, the per-flow
queue weight is set to be the difference between the flow
queue length at the current node and the associated flow
queue length at the next hop node, multiplied by the data
transmission rate between these two nodes. Actually, the
weight is a link-oriented concept as it involves the two end
nodes of a link. Let s : s > e denote all the flows that go
through link e. Then, the transmit queue length of link e
atnodeuisqgé, =3 ... g5

Let ©Q denote the set of all link-channel pairs (e, i),
e = (u,v) € Eand i = 1, 2, ...C, in the multi-channel
MIMO WMN. We denote that 7 is the transmission rate
of link e on channel i when all K DoFs are used for
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transmitting K MIMO streams with spatial multiplexing.
We then define the weight of link-channel pair (e, i) to be
Wiei) = D gsse Max{(qs, — gi)rt, 0}. Intuitively, the prod-
uct of the queue length and transmission rate reflects the
urgency and efficiency of data transmission. This metric
thus measures the importance of transmitting data on this
link-channel pair.

The first stage of SCMA is channel assignment and
scheduling. We propose an algorithm in which the avail-
able channels are assigned to the links in the decreas-
ing order of link-channel pair weights. In single-channel
single-antenna networks, the greedy primal-dual algo-
rithm [27] can approximately attain optimal network
throughput. Our proposed heuristic algorithm extends
the greedy primal-dual algorithm to multi-channel MIMO
networks and uses it to perform channel assignment and
scheduling.

Specifically, the following procedure is performed to
assign channels to the links in time slot t.

1. Start from an empty schedule M(¢) for each channel
i

2. Search in the link-channel pair set €2 for the
link-channel pair (e, i) with the largest weight w(e ).
Add (e,i) to Mi(p), meaning that in the tth time slot,
link e will be scheduled for transmission on channel
i. Correspondingly, assign channel i to a radio at
node u for transmitting and to a radio at node v for
receiving, i.e., update F(x) and F(v) to include the
newly assigned channel i, F(#) = F(u) U {i} and
F(v) = F(v) U {i}. Remove from the set of Q2 the (e, i)
pair. Set the new queue length of link e,
gt + 1) = ¢° — rit, where 7 is the time slot length
and recalculate w(e ), i’ # i using ¢ (t + 1).

3. Remove from the set of Q all link-channel pairs (¢, i),
where €’ € I(e) is the set of links that can interfere
with link e. Since channel i has been assigned to link
e with full DoF, link €’ can no longer use channel i.

4. If |F(u)| = N(u), which means node u has used up
all its radios, then remove from € all the
link-channel pairs (¢”, ") where ¢” is any link
incident (i.e. receiving or transmitting) on node u.
Similarly, if |[F(v)| > N(v), remove from €2 all the
link-channel pairs incident on v.

5. Repeat from step 2 until Q2 is empty.

In the channel assignment stage, all effective DoFs on
the transmitter and receiver are assumed to be used for
the intended MIMO transmissions. Therefore, if a link
is scheduled on the ith channel, no other links in its
neighborhood can operate on the same channel without
causing interference to this link. The channel assignment
stage results in a schedule in which interfering links can
be active in a time slot only if each of them can be
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exclusively assigned a distinct channel. Otherwise, they
have to be scheduled in different time slots. We refer to
such scheduling algorithm as TDMA. By taking advantage
of MIMO mode control, we could actually achieve better
performance by scheduling interfering links to be active
on the same channel in the same time slot, each using
partial number of DoFs to transmit or receive, and the
remaining DoFs for interference suppression. We refer to
this latter scheme as SCMA. SCMA adds the link pairing
stage after the channel assignment.

6.2 Link pairing

Some links are not assigned a channel and scheduled to
be active during time slot ¢ in the channel assignment
stage because no more channels are available, that is, other
links in the interference range have higher weights and
have used up all available channels. If each of the nodes
is equipped with multiple radios, an unassigned link rep-
resents a link between two nodes each of which has at
least one unassigned or unused radio. With MIMO, an
unassigned link may share a channel with a neighboring
link that has been assigned to transmit on that channel
in the previous channel assignment stage. For an unas-
signed link ¢/, we denote link e in its neighborhood that
has been assigned to channel i to transmit in time slot ¢. If
e and € both use partial number of DoFs for their respec-
tive transmissions on channel i and set aside enough DoFs
for suppressing interference from the other, then ¢’ can be
scheduled to transmit in the same slot on the same chan-
nel as e. Note that if this happens, e can no longer transmit
as many streams as its full DoFs which was assumed in
the channel assignment stage. MIMO mode control deter-
mines which MIMO transmission strategy should be used,
letting e transmit with all its DoFs while keeping ¢’ silent
or allowing € and e transmit simultaneously on chan-
nel i, each using partial number of DoFs. The answer is
whichever generates the better performance. Also, if €
and e are both scheduled to be active in slot £, how many
and which antenna elements should be selected to use at
each transmitter? The answers to these two questions are
determined by the link pairing algorithm, which proceeds
as follows.

1. All the unassigned links form a set IT.

2. Search for the unassigned link &' = (&, V') with the
largest queue length in set IT.

3. On channel j, find a link paring candidate e = (1, v)
for link €. A candidate link e must satisfy the
following two conditions: (a) e is the only link within
the interference range of link €’ that has been
assigned on channel i in the channel assignment
stage; (b) link e has not paired with any link.

4. If there exists no candidate link on channel j,
continue with the next available channel. Otherwise,
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root

Figure 2 Tree topology used in the simulation.

determine the set of antenna elements to be used at
each transmitter of two links e and ¢’. Assume that
A(e) and A(¢€) are the set of antenna elements
selected at the transmitters of e and €, respectively,
for transmitting data streams. Calculate the weights
of the link-channel pairs (e, i) and (¢/, i) as

(A(e),A(e) (1,A(e),A(€))
Wiei) = Zs:sae max{ (q; - Qf,)re ,0}
an

A(e),A L,A(e),A
WAOAE) _ 5 it — g )rPAOA® o)

(€,0)
where ré”A @A@) 5nd rgf’A ©@4@) genote the

transmission rates of links e and e’ on channel i
when the sets of antenna elements used by the
transmitters of e and ¢’ are A(e) and A(€'),
respectively. Since links e and ¢’ interfere with each
other, their data rates depend on the antenna
element selections at both the transmitters. The
criterion for antenna element selection is to jointly
optimize the total weight of (e, i) and (¢, ), i.e.,
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Figure 3 Per-flow throughput of the tree network, two channels,
two antennas.
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(A),A(€)) (A(€),A(e)
AUGMAX| 4 (¢)|+ |4 ()] <K W (e) W ). At

each transmitter of e and ¢/, an independent data
stream is transmitted from each selected antenna
element. The total number of transmitted data
streams should be less or equal to the available DoF,
thatis, |A (e)| + |A (e’) | <K.

5. Perform steps 3 and 4 on each available channel.

6. Link ¢ may find qualified candidates on multiple
channels. Select the most qualified candidate (e, i),
i.e., the candidate that results in the largest maximal
total weight of (e, i) and (€'i), and pair link ¢’ with
that link (assuming it is e and e operates on channel
i), i.e., scheduling ¢’ and e to transmit
simultaneously on channel j, each using the MIMO
antenna mode determined in step 4.

7. Assign channel i to node ' and node v'. Update
F(u')=F@W)Ul{i}and F(/) = F(V') U {i}.

8. Add link ¢’ to M(t), meaning that in the tth time
slot, link ¢’ can be active on channel i using the
MIMO antenna mode determined in step 4 to
transmit. Also update the selected pairing link e that
has been added in M’ (%) in the channel assignment
stage with the new MIMO mode determined in step
4. After pairing, link e may not be able to transmit K
MIMO streams as assumed in the first stage because
it has to share the same channel with link ¢’. The
total number of MIMO streams transmitted by link
¢’ and link e should not exceed the DoF K.

9. Update the queue length of link ¢’ and link e,

e/

/ L,A(e), A
¢ =q° — r‘(; ) (e))r, and
L A(e),A(e . .
4. =q5 — rg @A ))r, where 7 is the time slot
length.

10. If F(u') > N(&') which implies node u” has used up
all its radios, remove all the links incident on u’ from
set 1. Similarly, if F(v') > N(+') which implies node

v” has used up all its radios, remove from IT all the
links incident on v'.

11. Itis possible that link ¢’ cannot find a link to pair
with. If so, link ¢’ is not scheduled to transmit in this
time slot and removed from set IT.

12. Repeat from step 2 until set IT becomes empty.

After the link paring stage, the two interfering links
may be active simultaneously on the same channel under
the constraint that the total number of streams is not
greater than the effective degrees of freedom at respective
receivers. In addition, when a link e is schedule to trans-
mit, the transmitter will send the packets belonging to
different flows s : s > e on link e in a round-robin fashion
to allocate equal resource and maintain fairness among
the flows sharing the link.

7 Performance evaluation

In this section, we compare the performance of the pro-
posed SCMA scheme with that of the TDMA scheme
and the performance upper bound under various network
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Figure 5 Per-flow throughput of the tree network, two channels,
four antennas.
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scenarios and unveil the impact of various system param-
eters on the performance with simulation results. In
TDMA, a link uses all the DoFs for transmitting or receiv-
ing, and the interfering MIMO links either operate in
different time slots or on different channels. With SCMA,
the interfering MIMO links may simultaneously be active
on a channel with interference suppression. We consider
a channel path loss model with a path loss exponent of 4
in our simulations and assume the channel bandwidth is
10 MHz.

We first consider a tree network with one root node and
12 other nodes as shown in Figure 2. Tree networks are
often used in backhaul WMNs in which the root node is
an Internet gateway, and the other nodes are mesh routers.
The distance between two neighboring nodes on the tree
is all 200 m. We assume each mesh node equipped with
only one software-defined MIMO radio capable of switch-
ing channels on a per-slot basis and K antennas, and all
the mesh radios transmit at a fixed power. We randomly
generate the channel matrices between all the node pairs
with each of their entries being i.i.d. Gaussian distributed
with zero mean and unit variance. We assume there is a
traffic flow from each mesh node to the root. Under the
described tree topology and traffic pattern, it is easily seen
that the three links incident on the root node form a bot-
tleneck area for the traffic flows since all the traffic has to
go through this area. For fairness, the traffic flows shar-
ing a link will be allocated equal resources, that is, equal
packet transmission opportunity on the link.

In the first simulation scenario, we assume there are two
available channels in the network and each mesh node has
two antennas. We repeat the experiment 100 times, each
with randomly generated channel matrices, and then aver-
age the per-flow throughput over the 100 experiments.
The results are presented in Figure 3. We see that the
wireless resources are fairly allocated to the 12 flows, but
SCMA achieves much higher throughput than TDMA

and its performance is very close to the ideal perfor-
mance upper bound. For the ideal case, we assume that the
transmission rate of a link is equal to the point-to-point
MIMO link capacity without interference from neighbor-
ing transmissions. The performance upper bound is thus
achieved. We note that the impact of interference in this
tree network is small because the interferers of a node are
at least two hops away from that node.

Next, we investigate the impact of the number of anten-
nas on the network performance. We vary the number of
antennas from 2 to 6 and assume there are two available
channels in the network. As above, we repeat the exper-
iment 100 times, each with randomly generated channel
matrices, and obtain the average per-flow throughput of
the 100 experiments. Figure 4 shows the achievable mini-
mum flow throughput and total network throughput. We
see that SCMA can achieve much larger minimum flow
throughput and total network throughput than TDMA.
The performance of SCMA is very close to the ideal per-
formance bound. We also observe that the throughput
is nearly a linearly increasing function of the number of
antennas. To see more details, we give the throughput of

x10°

-e-Upper bound
= TDMA
-¢-SCMA

1.5

Flow throughput (bps)

1 2 3 4 5 6 7 8
Flow index

Figure 7 Per-flow throughput of 20 node random network.
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each flow for two-channel, four-antenna case in Figure 5.
We see that the wireless resources are almost equally
allocated among the flows.

Moreover, we study the impact of the number of avail-
able channels on network performance. We vary the
number of available channels and repeat the experiments
100 times for each case to obtain the average per-flow
throughput. The average minimum flow throughput and
the average total network throughput are presented in
Figure 6. Both the minimum flow throughput and the total
network throughput initially increase with the number of
available channels and then become flat as the number of
channels is over a value, which is three for this tree topol-
ogy. This is because the channels can be reused, and three
channels are enough for reuse in this tree topology. SCMA
outperforms TDMA, and its performance is very close to
the ideal performance bound.

Finally, we evaluate the performance of TDMA and
SCMA in a network with random topology. We randomly
place 20 wireless nodes in a square area of 800 x 800 m2.
We generate eight data flows with sources and destina-
tions randomly selected. We repeat the experiment 100
times, in each of which channel matrices are randomly
generated. The flow throughput for each of the flows
averaged over 100 experiments is given in Figure 7. We
observe that SCMA also outperforms TDMA in this sce-
nario. The performance gap between the SCMA and the
ideal performance bound is a little bit larger in this ran-
dom network than in the tree network due to the greater
impact of interference.

8 Conclusions

In this paper, we have studied the higher layer enhance-
ments, such as routing and media access control, to
fully exploit the capabilities brought by the SDR and
MIMO techniques in multi-channel multi-antenna wire-
less mesh networks. We provide a cross-layer frame-
work for network performance optimization. We also
propose that network traffic routing is established on
a relatively long time scale to maintain system stabil-
ity, and then channel assignment, link scheduling, and
MIMO mode control are performed to achieve oppor-
tunistic transmissions based on instantaneous channel
and traffic conditions. We further designed a MIMO-
aware media access scheme, stream-controlled multiple
access (SCMA), which is responsible for assigning fre-
quency channels and scheduling links to transmit data
and controlling MIMO transmission mode in every time
slot. SCMA enables efficient spectrum access and shar-
ing along temporal, frequency, and spatial dimensions
and adapts to varying network conditions. The evaluation
results show that the proposed scheme greatly improve
the network performance compared to the traditional
schemes.
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