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Abstract

This paper addresses altogether time and frequency synchronization in IEEE 802.11a orthogonal frequency division
multiplexing (OFDM) wireless communication systems. The proposed algorithms have two main features: (i) they
make use of an additional source of information available at IEEE 802.11a physical layer, on top of the usual ones
typically adopted for synchronization such as training sequences. This additional source of information is provided by
the higher layers of the communication protocol. In fact, when the carrier sense multiple access with collision
avoidance (CSMA/CA) protocol is activated, the receiver is able to predict some parts of the SIGNAL field that are
classically assumed unknown. Moreover, during the negotiation of the transmission medium reservation, the
exchanged frames not only help the receiver to predict the SIGNAL field but also to obtain information about the
channel state. (ii) Based on this property, we propose a joint MAP time and frequency synchronization algorithm using
all available information. Finally, the time synchronization is fine tuned by means of a specific metric in the frequency
domain that allows us to minimize the expectation of the transmission error function over all channel estimate errors.
Simulation results compliant with the IEEE 802.11a standard in both indoor and outdoor environments show that the
proposed algorithm drastically improves the performance in terms of synchronization failure probability and bit error
ratio, compared to state-of-the-art algorithms.

Keywords: IEEE 802.11a; CSMA/CA; RtS control frame; CtS control frame; SIGNAL field; Frequency synchronization;
Time synchronization

1 Introduction
Due to its flexibility and efficiency in coping with interfer-
ence channels, orthogonal frequency division multiplex-
ing (OFDM) has been adopted by many recent standards,
among which is the IEEE 802.11a standard [1]. However,
the main disadvantage of this technique is the sensitivity
to inter-symbol interference (ISI) and inter-carrier inter-
ference (ICI) caused by time and frequency synchroniza-
tion errors [2,3]. Therefore, accurate time and frequency
synchronization is absolutely required at the receiver. A
synchronization process can be performed using either
some redundant information (i.e., non-data-aided (NDA)
techniques) or training sequences (i.e., data-aided (DA)
techniques) included in the transmitted physical packet.
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The NDA approach usually employs the extension of an
OFDM symbol, known as the cyclic prefix (CP), which
corresponds to the last OFDM samples duplicated in front
of the OFDM symbol. The correlation property between
the CP and its copy in the OFDM symbol has been
exploited for time synchronization [4-6], ([7], p.163), fre-
quency synchronization ([7], p.170),[8], or both time and
frequency synchronization [9-12]. A maximum likelihood
(ML) criterion is commonly used. The symbol timing and
the carrier frequency offset (CFO) parameters are esti-
mated by searching the index maximizing the ML func-
tion. NDA techniques are characterized by bandwidth and
transmission power savings since no additional informa-
tion is requested (such as training sequences). However,
they are not very robust to multipath distortion and most
of them face a significant performance deterioration over
frequency-selective fading channels [13]. Moreover, due
to the distance between the CP and its copy, the range of
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normalized CFO estimation is limited within [−0.5,+0.5]
([7], p.170).
The DA approach exploits training sequences which are

either designed specifically or specified by some stan-
dards. Schmidl and Cox in [14] proposed to use a train-
ing sequence that is composed of two symbols for time
and frequency synchronization. The first symbol consists
of two identical halves. The receiver applies an auto-
correlation function (ACF) on the received signal, and
the maximum absolute value of this function is chosen as
an estimate of the symbol timing. At the estimated posi-
tion, the CFO estimation is then performed in two main
steps. The first step estimates the fractional frequency
offset (FFO) based on the ACF phase between the two
halves of the first symbol. The integer frequency offset
(IFO) is estimated according to a cross-correlation func-
tion (CCF) computed between the known second symbol
and the received symbol in the frequency domain. The
authors of [15] proposed to reduce the length of the train-
ing sequence by making use of a single additional training
sequence generated according to the first data symbol.
The symbol timing and CFO estimates are obtained via
the ACF calculated between the two identical symbols. In
[16], a joint CFO and channel estimation using the max-
imum a posteriori (MAP) criterion is developed. Specif-
ically, a posteriori probability function of the CFO and
channel coefficients is built. The unknown parameters are
then estimated as the values maximizing this function. In
[17], a ML time synchronization offset (TSO) and CFO
estimation method for OFDM systems with ten periodic
preambles is developed. However the proposed solution
is not completely adapted to the 802.11a standard. Indeed
the two LTF repetitions, reserved for channel estimation
and fine frequency synchronization, are not considered
in the paper. In [18], the time and frequency synchro-
nization algorithm is adapted to the structure of the IEEE
802.11a PREAMBLE, which is composed of a short train-
ing field (STF) and a long training field (LTF). Coarse
time synchronization (CTS) and coarse frequency syn-
chronization (CFS) are based on the ACF of the STF. Fine
frequency synchronization (FFS) and fine time synchro-
nization (FTS) employ the ACF of the LTF. However, in
[19], the FTS is performed with the CCF between the
received signal and a part of the LTF. In [20], the FTS is
performed jointly with channel estimation. A set of pos-
sible time offsets is given; and for each value of the set,
the channel impulse response (CIR) is estimated using the
least square (LS) criterion. The estimated CIR allows the
identification of the beginning of the LTF symbols. The
estimated time offset is the one that minimizes the mean
square error (MSE) criterion between the known and the
estimated LTF symbols.
Based on the respective advantages of both NDA and

DA approaches, new algorithms jointly exploiting them

have been developed for time synchronization in [21-23]
and for both time and frequency synchronization in [24],
all for the IEEE 802.11a wireless system. This is made fea-
sible by a careful study of the communication protocol so
as to artificially increase the size of the training sequences
and to characterize the channel estimates. To improve the
performance of the algorithm in [24], we propose in this
paper a multistage time and frequency synchronization
algorithm in the presence of imperfect channel state infor-
mation. In fact, the analysis of the results provided in [20-
22] shows that the strategy of channel estimation strongly
impacts the accuracy of symbol timing estimation. Indeed,
reducing the channel estimation error improves the time
synchronization performance. Rather than trying to find
the best channel estimator, we derive a timing metric that
minimizes the expectation of the transmission error prob-
ability over all channel estimation errors. This strategy is
carried out in the frequency domain when the CFO of the
received signal is assumed to be perfectly compensated by
the proposed algorithm.
This paper is organized as follows. The next section

introduces the IEEE 802.11a wireless communication sys-
tem. Section 3 reviews some important synchronization
algorithms. Section 4 describes the proposed time and
frequency synchronization algorithm. Section 5 discusses
the simulation results. Section 6 concludes the work.

2 Context – IEEE 802.11a communication system
Before presenting the IEEE 802.11a wireless communica-
tion system, this section first provides a brief description
of the physical packet structure. It consists of three main
fields: the PREAMBLE training field, the SIGNAL field,
and the DATA field (see Figure 1). The PREAMBLE field
helps the mobile receiver to synchronize with the mobile
transmitter. This field is composed of: (i) ten identical
and known STF sequences which are used for automation
gain control (AGC), diversity selection, signal detection,
and CFS; and (ii) two identical and known LTF sequences
which are reserved for channel estimation and FFS. The
SIGNAL field provides information about the transmis-
sion rate (in Mbits/s) and the length of the DATA field
(in octets).
Before being transmitted, the IEEE 802.11a physical

packet must follow the various processing steps sum-
marized in Figure 2. The binary SIGNAL sequence is
used as input to the convolutional encoder with a con-
straint length K = 7, a polynomial generator [171, 133],
and a code rate R = 1/2. Its outputs are interleaved by
a known interleaver and then binary phase shift keying
(BPSK) modulated. This is followed by a pilot insertion
and the OFDM modulation, with an N-point inverse
fast Fourier transform (IFFT). DATA field information
bits are applied to a scrambler before the convolutional
encoder. Moreover, variable code rates (withR = 1/2, 2/3,
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Figure 1 IEEE 802.11a physical packet.

or 3/4) and different modulations (e.g., M-PSK or M-
QAM) are available, depending on the desired data rate to
achieve.
The IFFT is applied to the symbolsX(k) (0 ≤ k ≤ N−1)

to get the time domain samples x(n). These samples con-
stitute the OFDM symbol, which is preceded by a CP.
The samples x(n) are then shaped by a specific window
before being transmitted via a multipath fading channel,
described by a finite impulse response (FIR) filter of length
L. At the receiver, the discrete baseband signal r�(n) is
expressed as

r�(n) =
L−1∑
i=0

h(i)x(n − i − θ)ej
2πε(n−θ)

N + g(n), (1)

where h(i) is the slowly time-varying discrete complex
CIR with

∑L−1
i=0 E{|h(i)|2} = 1 (E is the expectation opera-

tor); L is the number of channel taps, g(n) is the complex
AWGN samples with variance σ 2

g , θ is the symbol tim-
ing, and ε = �FcT is the normalized CFO, with �Fc
being the carrier frequency offset between the transmitter
and the receiver and T being the OFDM symbol dura-
tion. Estimating θ and ε is the objective of the following
sections.

3 State of the art on time and frequency
synchronization

This section briefly reviews some important synchroniza-
tion algorithms. We focus on the algorithm developed in
[16] since it will be modified later to fit the IEEE 80211a
standard.
Synchronization algorithms can be classified in two cat-

egories. One is related to redundant information (NDA)
(see, e.g., [4,6]) and the other to training sequences (DA)
(see, e.g., [16,18,19]). In [6], the OFDM CP symbol is
exploited. The symbol timing θ is estimated by searching
the index that gives the minimum difference between two
sliding windows and is given by

θ̂ = argmin
θ

Ng−1∑
n=0

|r(n + θ) − r(n + θ + N)|, (2)

where r(n) is the received signal, Ng is the length of the
CP, and N is the length of the OFDM symbol. How-
ever if a CFO exists, this solution may be inaccurate. To
deal with this situation, the authors of [4] proposed to
minimize the squared difference between the received sig-
nal, corresponding to the first sliding window, and the
conjugate received signal, associated with the second slid-
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ing window. The estimated symbol timing is then given
by

θ̂ = argmin
θ

Ng−1∑
n=0

(|r(n + θ)| − |r∗(n + θ + N)|)2 . (3)

More classically, the symbol timing can also be esti-
mated as the index which maximizes the ACF by the
following:

θ̂ = argmax
θ

∣∣∣∣∣∣
Ng−1∑
n=0

r(n + θ)r∗(n + θ + N)

∣∣∣∣∣∣ . (4)

In [18,19], the proposed DA algorithms have been
adapted to the IEEE 802.11a standard. To estimate the
symbol timing, these algorithms proceed in two main
stages: (i) CTS, then (ii) FTS. The CTS stage exploits the
STF (i.e., 160 samples) to estimate the symbol timing as

θ̂ = argmax
θ

∣∣∣∣∣
143∑
n=0

r∗(n + θ)r(n + θ + 16)

∣∣∣∣∣
143∑
n=0

|r(n + θ)|2
. (5)

The coarse CFO is then estimated by

ε̂c = N
2π16

arg

{ 143∑
n=0

r∗
(
n + θ̂

)
r
(
n + θ̂ + 16

)}
, (6)

where arg{·} denotes the argument of a complex number.
To define ε̂c, the ACF of the LTF repetitions is computed
to obtain

ε̂f = N
2π64

arg

{ 63∑
n=0

r∗
(
n + θ̂ + 192

)
r
(
n + θ̂ + 256

)}
.

(7)

Thus, the received signal is compensated by the follow-
ing frequency offset:

ε̂ = ε̂c + ε̂f. (8)

Then, by computing the CCF between the compensated
signal, r′(n), and a part of the known LTF, gLTF(n) (the
first 32 samples over the 128 samples of the LTF), the
remaining time offset is estimated as the one, in the pos-
sible predefined positions of the set �, at which the CCF
achieves the maximum and is thus given by

�θ̂ = arg max
�θ∈�

∣∣∣∣∣
31∑
n=0

g∗
LTF(n)r

′(n + �θ)

∣∣∣∣∣
2

. (9)

To improve the accuracy of CFO estimation, a joint
MAP channel estimation and frequency synchroniza-

tion is developed in [16]. A transmitted burst consist-
ing of some OFDM pilot symbols is exploited by the
receiver. Note that this solution requires the symbol tim-
ing knowledge to perfectly compensate the time offset of
the received signal. For convenience, the received signal
corresponding to one OFDM pilot symbol of length N is
expressed in matrix form as follows:

rp = �
p
εSph + g, (10)

where

rp = [r(n), r(n + 1), . . . , r(n + N − 1)]T ;

�
p
ε = diag

{
ej2πεn/N , ej2πε(n+1)/N , . . . , ej2πε(n+N−1)/N

}
;

Sp = [Sp0, Sp1, . . . , SpL−1
]
;

Spl = [x(n − l), x(n + 1 − l), . . . , x(n + N −1 − l)]T with

l = 0, . . . , L − 1;

h = [h(0), h(1), . . . , h(L − 1)]T ;

g = [
g(n), g(n + 1), . . . , g(n + N − 1)

]T .

The superscript ‘p’ indicates ‘pilot,’ r(n) is given by
Equation 1 (with θ = 0), and x(n) is the known pilot sam-
ple in time domain. The MAP estimates of the channel
coefficients and the normalized CFO are given by{

ĥ, ε̂
}

= argmax
h,ε

lnP
(h, ε|rp) , (11)

whereP(·) is the a posteriori joint probability density func-
tion (pdf) of h and ε, given rp. Under the assumption that
ε is uniformly distributed over [−ε0, ε0], we have{

ĥ, ε̂
}

= argmin
h,ε

fMAP (h, ε) , (12)

with

fMAP (h, ε) = 1
σ 2
g

∥∥rp − �
p
εSph

∥∥2 + hHR−1
h h,

where Rh is the channel covariance matrix. The gradient
vector of fMAP(h, ε), with respect to hH , is set to zero in
order to produce the following MAP channel estimate:

ĥ =
[
(Sp)HSp + σ 2

g R−1
h

]−1 (Sp)H (
�

p
ε

)H rp. (13)

Substituting Equation 13 into fMAP(h, ε) gives the CFO
estimate

ε̂ = argmin
ε

gMAP(ε), (14)
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where

gMAP(ε) = (rp)H �
p
ε

(Sp)+ (
�

p
ε

)H rp, (15)

with

(Sp)+ = Sp
[
(Sp)HSp + R−1

h σ 2
g

]−1
(Sp)H . (16)

To solve Equation 14, the Newton-Raphson iteration
method is applied

ε̂i+1 = ε̂i −
[
∂2g(ε)
∂ε2

]−1
∂g(ε)
∂ε

∣∣∣
ε̂=εi

, (17)

where ε̂i represents the CFO estimate at the ith iteration,
and

∂g(ε)
∂ε

= 2�
{(rp)H Qp�

p
ε (Sp)+(�

p
ε )

Hrp
}
,

∂g2(ε)
∂ε2

= 2�
{(rp)H (Qp)2 �

p
ε

(Sp)+ (
�

p
ε

)H rp+
+ (rp)H Qp�

p
ε

(Sp)+ (Qp)H (
�

p
ε

)H rp
)}

,

Qp = j
2π
N

diag{n, n + 1, . . . , n+ N − 1}.

4 Proposedmultistage DA-NDA time and
frequency synchronization algorithm

The proposed multistage DA-NDA synchronization algo-
rithm not only addresses the problem of estimating the
symbol timing, θ but also the CFO, ε. The algorithm is
composed of an initialization stage (see Section 4.1) fol-
lowed by three main stages as summarized in Figure 3:
(i) the CTS stage, which uses not only STF but also the
predicted SIGNAL field and channel estimate according
to the exchanged request to send (RtS) control frame
(see Section 4.2); (ii) the joint MAP frequency and time
synchronization stage (see Section 4.3); and (iii) the fre-
quency domain-based fine timing estimation stage (see
Section 4.4). In what follows, we present each of the four
stages.

4.1 Initialization stage: extraction of new information
source to be exploited at physical layer packet

Assume that the CSMA/CA mechanism is triggered to
avoid collisions between mobile stations in the same net-
work thereby using request to send/clear to send (RtS/CtS)

control frames. To exploit the information carried by
these control frames, the initialization stage first ensures
that the stations are synchronized during the negotiation
of the transmission medium reservation and then extracts
new information source to be exploited by the receiver in
addition to the conventional training sequences specified
by the 802.11n standard.
Since the RtS/CtS control frames are sent with higher

power levels than the nominal transmission power level of
the DATA frames to guarantee that all stations in the same
network should hear these control sequences (see [25]),
we use the synchronization algorithm developed in [19] to
estimate the symbol timing and CFO parameters based on
the specified training sequences of the frames. Indeed, this
algorithm provides reasonable performance for relatively
higher signal to noise ratio compared to DATA frames.
For symbol timing estimation, this algorithm is based on
two parts. The first part, called coarse time synchroniza-
tion, is an adaptation of the ACF method proposed by
Schmidl and Cox [14]. The second part, called fine time
synchronization, is then carried out using a CCF between
the received signal and a part of the long training symbol.
Moreover, this algorithm can work with the maximum
CFO ε allowed by the standard.
Before sending any DATA information, the transmit-

ter initiates the communication by sending a RtS control
frame to ask the receiver if it is available [26] (see Figure 4).
Based on Equation 1, the discrete baseband signal rRtS(n)
at the receiver is expressed as

rRtS(n) =
L−1∑
i=0

h(i)x(n − i − θRtS)ej
2πεRtS(n−θRtS )

N + g(n),

(18)

where θRtS is the symbol timing and εRtS represents
the normalized CFO. These parameters are estimated
according to [19]. If the stations have been synchronized,
then the exchange control information can continue. The
receiver, if it is available, performs a rate adaptation algo-
rithm by measuring the SNR level of the received RtS
frame to estimate the channel conditions [27]. Then, it
replies to the transmitter with a CtS control frame repre-
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Figure 3 Proposed time and frequency synchronization algorithm.
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sented by its discrete baseband signal rCtS(n) expressed as

rCtS(n) =
L−1∑
i=0

h(i)x(n − i − θCtS)ej
2πεCtS(n−θCtS)

N

+ g(n),

(19)

where θCtS is the symbol timing and εCtS represents the
normalized CFO. These parameters are estimated accord-
ing to [19]. If the stations have been synchronized, the
CtS control frame aims to: (i) inform other stations (in
the same network) of the unavailability of the receiver to
receive information from other stations during a specified
duration and (ii) suggest to the transmitter a transmis-
sion rate that should be used to transmit the physical
data packet. The transmitter is then ready to send the
DATA frame to the receiver, and a synchronization step
is required. Therefore, the receiver predicts the SIGNAL
field of the physical packet, composed of two subfields
‘RATE’ and ‘LENGTH’ (see Figure 1), which will be con-
sidered as an additional source of information for the
synchronization process. Indeed, a careful study of the
standard leads to the conclusion that these subfields can
be known at the receiver based on the knowledge pro-
vided by the CSMA/CA protocol when it is activated as
discussed below. Thereby, the receiver has a knowledge
of the transmission rate concerning the ‘RATE’ subfield
value of the SIGNAL field. The unknown ‘LENGTH’ sub-
field of the SIGNAL is then deduced from the following
relationship [1]:

LENGTH = RATE

×
(
Tpacket−Tpre−TSIGNAL−(

Tsymb/2
))−22

8
,

(20)

since the ‘RATE’ and the durations (in μs) of the PREAM-
BLE (Tpre), the SIGNAL field (TSIGNAL), and the OFDM
symbol (Tsymb) are known values provided in [1]. How-
ever, the duration Tpacket (in μs) which is required to
transmit the DATA physical packet is unknown. We
deduce this value from the ‘DURATION’ field value,
extracted from the exchanged CtS control frame, as
follows [28]:

Tpacket = DURATION − 2TSIFS − TRtS − TACK, (21)

where TSIFS is the known duration (in μs) of a short inter-
frame space andTRtS andTACK are respectively the known
durations required to transmit RtS and acknowledgement
(ACK) frames. The ‘Parity’ field is then deduced from the
‘RATE,’ ‘LENGTH,’ and ‘R’ (reserved) known values and is
followed by six zero tail bits to complete the SIGNAL field.
This field is now fully available to the receiver and can be
exploited as an additional source of information for packet
synchronization.

4.2 First stage: coarse time synchronization
This first stage provides a coarse estimate of the symbol
timing θ of the received signal, using not only the known
STF as recommended by the 802.11a standard but also the
predicted SIGNAL field. For this, the following two steps
are performed.

4.2.1 Coarse symbol timing estimation using the known STF
To roughly estimate the time offset, the receiver generally
performs a CCF between the received signal r�(n), given
by Equation 1, and the known STF sequence c(n):

θ̂ = argmax
θ

∣∣∣∣∣
LSTF−1∑
n=0

c∗(n)r�(n + θ)

∣∣∣∣∣ , (22)

where LSTF is the length of c(n). However, if the trans-
mitted signal is heavily distorted by the wireless channel,
the symbol timing estimation will be affected. There-
fore, to enhance the performance of this estimation, we
propose to replace r�(n) in Equation 22 by an esti-
mate x̂(n) of the transmitted signal x(n) that would be
closer to c(n). The symbol timing is then determined
by

θ̂ = argmax
θ

∣∣∣∣∣
LSTF−1∑
n=0

c∗(n)x̂(n + θ)

∣∣∣∣∣ . (23)

The estimate x̂(n) can be obtained during the nego-
tiation of the transmission medium reservation man-
aged by the CSMA/CA mechanism. Note that the RtS
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and CtS control frames are sent with higher power lev-
els than the nominal transmission power level of the
DATA frames in order to ensure that all stations in
the same network should hear these control sequences
[25]. Therefore, during the negotiation of the transmis-
sion medium reservation (i.e., RtS/CtS), the transmitter
and the receiver are assumed to be correctly synchro-
nized to permit the physical DATA packet transmission.
Moreover, the channel is assumed to be static between
the transmission duration of the RtS and DATA frames
(see Figure 4) since the interval time between the trans-
mitted physical packet and the RtS control frame (in
the worst case of communication) is small (e.g., TRtS +
TCtS + 2TSIFS = 124 μs with the lowest rate of 6 Mb/s),
meaning that the Doppler frequency can be considered as
negligible.
Obviously, since our method relies on an estimate x̂(n)

of the transmitted signal, this first requires some channel
estimation. Note that all the control (RtS, CtS) and DATA
frames use the same PREAMBLE field (see Figure 1). As
mentioned in the standard for the physical packet, we
base the estimation of the channel on the LTF of the RtS
PREAMBLE. A MAP-based channel estimation can be
obtained as

ĥ =
(
QHQ + σ 2

g R−1
h

)−1 (
QHrRtS + σ 2

g R−1
h μh

)
, (24)

where rRtS is the received vector of length N correspond-
ing to the LTF of the RtS frame signal (here, N is also
the length of one LTF repetition), Q = FHXF where
F is the FFT matrix of size N × N and X is the diag-
onal matrix of size N × N whose diagonal elements
are the known LTF symbols, the notation (·)H denotes
the conjugate transpose operator, Rh is the covariance
matrix of the true channel, and μh is the mean vec-
tor of the true channel assumed to follow a Gaussian
distribution.
A precise computation of Equation 24 would require

the knowledge of the power delay profile (PDP) to cal-
culate Rh = E{hhH }. Since this knowledge can hardly
be available at the receiver, we propose to replace Rh
by an approximation. Under this approximation, the
channel taps are independent (hence, all non-diagonal
elements of Rh are assumed to be zero), and the diag-
onal elements should contain the squared norm of
the taps. These are obtained via an LS estimate of
the channel h̃ given by the IFFT of H̃ = X−1rRtS,
where X is the diagonal matrix whose elements are the
known LTF symbols and rRtS is the received symbol
vector.
Let Ĥ(k) (with 0 ≤ k ≤ N − 1) be the channel estimate

and R�(k) be the received symbols corresponding to the
DATA frame signal in frequency domain, then the trans-

mitted symbol estimate, X̂(k), according to a zero-forcing
(ZF) equalizer, is provided by

X̂(k) = R�(k)
Ĥ(k)

, (25)

which is then transformed to the time domain for its usage
in Equation 23.

4.2.2 Improving coarse symbol timing estimation using the
predicted SIGNAL field

The received signal is still affected by some remaining
time offset (i.e., �θs = θ̂ − θ ) and can be expressed as

rs(n) =
L−1∑
i=0

h(i)x(n − i − �θs)ej2πε(n−�θs)/N + g(n). (26)

To estimate �θs, as in [21,22], we exploit the 802.11a
SIGNAL field as an additional training sequence at the
receiver since all parts of this field are completely known
(see Section 4.1). A CCF is performed between the
received signal rs(n) and the known SIGNAL field cs(n) of
length LSIG (i.e., the sum of the CP length and the SIGNAL
length). The remaining time offset corresponds to the
index among the set of possible values 	 = {�θ

(k)
s |k = −

K , . . . ,K ;K ∈ N} which maximizes the CCF absolute
value as follows:

�θ̂s = arg max
�θ

(k)
s ∈	

∣∣∣∣∣
LSIG−1∑
n=0

c∗s (n)rs
(
n + �θ(k)

s

)∣∣∣∣∣ . (27)

After this step, the received signal becomes

rf (n) =
L−1∑
i=0

h(i)x(n − i − �θ)ej
2πε(n−�θ)

N + g(n), (28)

where �θ = �θ̂s − �θs is the possible remaining time
offset.

4.3 Second stage: joint MAP time and frequency
synchronization

This section estimates the possible remaining time offset
�θ and the normalized frequency offset ε in Equation 28.
In order to do so, a joint MAP time and frequency syn-
chronization algorithm is developed. Themethod is based
on the frequency synchronization algorithm developed in
[16] (see Section 3) which is adapted below to the IEEE
802.11a specifications and modified to take into account
the fact that the time offset is not perfectly compensated.
The knowledge about the SIGNAL field is also useful in
this stage.
The received signal r corresponding to the two LTF rep-

etitions and the SIGNAL field is expressed in a matrix
form as follows:

r = ��θ ,εS�θh + g, (29)
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where

r = [
rf (n), . . . , rf (n + 2N + NG + NS − 1)

]T
S�θ = [S0,�θ , S1,�θ , . . . , SL−1,�θ

]
Sl,�θ = [x(n − l − �θ), . . . , x (n + 2N + NG + NS − 1

− l − �θ )]T

h = [h(0), h(1), . . . , h(L − 1)]T

g = [
g(n−�θ), . . . , g (n−�θ+2N+NS+NG−1)

]T

�θ ,ε = diag

{
ej2πε(n−�θ)/N , . . . ,

ej2πε(n−�θ+2N+NS+NG−1)/N
}
,

with x(n) being the known LTF and SIGNAL samples in
the time domain, N the number of samples of one LTF
repetition, NS the SIGNAL field length, and NG the GI
length. The vectors h and g correspond to the CIR and the
noise, respectively. The unknown parameters �θ , ε, and
h are jointly estimated according to the MAP criterion as
follows:{

ĥ,�θ̂ , ε̂
}

= arg max
h,�θ ,ε

lnP(h,�θ , ε|r), (30)

where P(·) is the a posteriori pdf of h, �θ and ε given r.
Note that ε is also assumed to be uniformly distributed in
the range [−ε0, ε0].
To solve this equation, a set � = {−�θM , . . . ,�θM},

containing 2M + 1 possible time offset values, is defined
whereM is selected according to the maximum time devi-
ation to cover all possible time offsets from the first stage.
For a given value �θm ∈ �, the MAP-based estimated
channel coefficients and the CFO are{

ĥ�θm , ε̂�θm

}
= argmin

h,ε
f (m)
MAP(h, ε), (31)

where r�θm is the received signal with the offset value�θm
and

f (m)
MAP(h, ε) = 1

σ 2
g

||r�θm − ��θm,εS�θmh||2 + hHR−1
h h.

Setting the gradient vector of f (m)
MAP(h, ε) with respect to

hH to zero produces the channel estimate

ĥ�θm =
[
SH�θmS�θm + σ 2

g R−1
h

]−1
SH�θm�H

�θm,εr�θm .

(32)

Replacing Equation 32 into Equation 31 yields the CFO
estimate

ε̂�θm = argmin
ε

g(m)
MAP(ε), (33)

where

g(m)
MAP(ε) = rH�θm��θm,εS+

�θm
�H

�θm ,εr�θm ,

with

S+
�θm

= S�θm

[
SH�θmS�θm + R−1

h σ 2
g

]−1
SH�θm .

To estimate ε̂�θm , an iterative algorithm based on the
Newton-Raphson method is designed as follows:

ε̂�θm,i+1 = ε̂�θm,i −
[

∂2g(m)
MAP(ε)

∂ε2

]−1
∂g(m)

MAP(ε)

∂ε

∣∣∣
ε=ε̂�θm ,i

,

(34)

where ε̂�θm,i indicates the CFO estimate at the ith
iteration, and

∂g(m)
MAP(ε)

∂ε
= 2�

{
rH�θmQ�θm��θm,εS+

�θm
�H

�θm,εr�θm

}
,

∂g2MAP(ε)

∂ε2
= 2�

{
rH�θmQ2

�θm��θm,εS+
�θm

�H
�θm,εr�θm+

+ rH�θmQ�θm��θm ,εS+
�θm

QH
�θm�H

�θm,εr�θm

}
,

Q�θm = j
2π
N

diag {n − �θm, . . . , n − �θm + 2N + NS

+ NG − 1} .
The iterative process in Equation 34 requires an initial-

ization with some frequency offset value ε̂�θm,0. If the ini-
tial value (taken randomly) is far from the true frequency
offset value, the synchronization algorithm performance
can be strongly affected since the function g(m)

MAP(ε) may
have several local minima. To avoid this situation, we pro-
pose to initialize the Newton-Raphson iteration with a
coarse value close to the true frequency offset provided
by the ACF as mentioned in [18,19]. Based on the STF,
the coarse CFO estimation εc is performed according to
Equation 6 while the fine CFO estimation εf is given by
Equation 7 relying on the LTF. The frequency offset esti-
mate, given by Equation 8, ε̂ = εc + εf , is then considered
as the starting frequency offset value ε̂�θm,0. Although
our algorithm adds one step before the Newton-Raphson
iterations to get a more appropriate initial value ε0, this
process is efficient since the number of iterations to obtain
the final estimate is reduced.
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Substituting ε̂�θm into Equation 32 gives the CIR
estimate

ĥ�θm =
[
SH�θmS�θm + σ 2

g R−1
h

]−1
SH�θm�H

�θm,ε̂mr�θm .

(35)

Note that h0max = max�θi |ĥ�θi(0)|, −M ≤ i ≤ M.
Among the 2M + 1 estimates of ĥ�θm , we select the one
that satisfies the following conditions:∣∣∣ĥ�θm(0)

∣∣∣ > βh0max, (36)

where β is a given threshold, smaller than 1, depending
on the channel model |h(L−1)|

|h(0)| . The set � now becomes
� = {ω0, . . . ,ωM′ ; M′ ≤ 2M} and finally the correct time
offset is estimated by

�θ̂ = argmax
ωm′

L−1∑
n=0

∣∣∣ĥωm′ (n)
∣∣∣2 . (37)

4.4 Third stage: frequency domain-based fine timing
estimation

The second stage provides an estimate of CFO which is
used to compensate the frequency offset of the received
signal r(n) corresponding to LTF sequence as follows:

re(n) = r(n) × e−j 2πε̂
N

=
L−1∑
i=0

h(i)x(n − i − �θe)ej
2πε�θe

N × e−j 2π(̂ε−ε)
N )+g′(n),

(38)

where �θe = �θ̂ − �θ is a possible remaining time off-
set (Section 4.3). According to the results provided in [24],
the following approximation is performed e−j 2π(̂ε−ε)

N ) ≈
1. Therefore, the frequency offset compensated signal
becomes:

re(n) ≈
L−1∑
i=0

h(i)x(n − i − �θe)ej
2πε�θe

N + g′(n). (39)

For convenience, the received signal re(n) ≈∑L−1
i=0 h�θe ,ε(i)x(n − i − �θe) + g′(n) is expressed in

frequency domain in a matrix form as follows:

Re = XH�θe ,ε + G, (40)

where X contains the known LTF of the physical packet
in the frequency domain, and G is the noise vector
of length N. To simplify notations for the rest of the
paper, H�θe ,ε is replaced by H being the true CIR in
the frequency domain and is assumed to follow a cir-
cular Gaussian distribution with zero mean, given by

�(H) = 1
πNdet(RH)

exp
(HHRH−1H�θe ,ε

)
where RH is the

covariance matrix of size N × N .
The performance analysis in terms of synchronization

failure probability provided in [20,22] shows that the accu-
racy of the time offset estimation depends heavily on
the channel estimation Ĥ. However, since one knows the
method which has been used for channel estimation, one
has the knowledge of the estimate given the true channel.
Therefore, it becomes feasible to compute the time offset
as an expectation of all possible true channels given the
estimated one, which corresponds to a minimization of
the following new metric:

�θ̂e = arg min
�θe∈�

{
D̃ (�θe)

}
, (41)

where D̃(�θe) is the average of the transmission error
function (TEF), D(H) = ‖Re − XH‖2, over all channel
estimation errors, as given by

D̃(�θe) = EH|Ĥ [D(H)] =
∫
H
D(H)�(H|Ĥ)d(H),

(42)

where �(H|Ĥ) is the pdf ofH given Ĥ, and Ĥ is estimated
by Ĥ = X−1Re. Note that the form of this equation has
been inspired from [29].
To solve Equation 42, the knowledge of �(H|Ĥ) is

required and is simply obtained by applying Bayes’s for-
mula �(H|Ĥ)=�(Ĥ|H)�(H)/�(Ĥ), where �(Ĥ|H)=
Cℵ(μĤ|H,�Ĥ|H) and �(Ĥ)=Cℵ(μĤ,�Ĥ) and �(H|Ĥ)=
Cℵ(μH|Ĥ,�H|Ĥ). The mean and the variance of �(Ĥ|H)

can be rewritten as follows: μĤ|H = E{Ĥ|H} = E{(H+
X−1G)|H} = E{H|H} = μH =0, and �Ĥ|H=E{ĤĤH |H}=
E{(H + X−1G)(H + X−1G)H |H} − μĤ|HμH

Ĥ|H =
E((X−1G)H(X−1G))I = �ε , where I is N × N iden-
tity matrix. Then, �(Ĥ) = Cℵ(0,RH + �ε) where
RH = E{HHH} is approximated by RH ≈ E{ĤMAPĤH

MAP}
(ĤMAP given by Equation 24). Hence, μH|Ĥ = ��Ĥ and
�H|Ĥ = ���ε where �� = RH(RH + �ε)

−1. Therefore,
Equation 42 is reduced to

D̃(�θe) = EW [D(W)] =
∫
W

D(W)�(W)d(W), (43)

where �(W) = Cℵ(μH|Ĥ,�H|Ĥ) and D(W) = ‖Re −
XW‖2. After some mathematical manipulations, we
obtain

D̃(�θe) = E
[RH

e Re
] − E

[RH
e X

]
μH|Ĥ − μH

H|ĤE
[XHRe

]
+ trace

(
�H|ĤXXH

)
+ μH

H|ĤX
HXμH|Ĥ,

(44)
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where trace(·) indicates the trace operator. The remain-
ing time offset estimate �θ̂e is then deduced from
Equation 41.

5 Performance evaluation and discussions
This section discusses the performance of the proposed
DA-NDA time and frequency multistage synchronization
algorithm in terms of probability of synchronization fail-
ure (PSF) and bit error ratio (BER). Table 1 lists the
simulation parameters compliant with the IEEE 802.11a
standard [1]. The tolerance of the internal oscillator at
each station belongs to the range [−20, 20] ppm, and thus
the total tolerance of two stations falls in [−40, 40] ppm.
For a carrier frequency of fc = 5.2 GHz and an OFDM
symbol of duration T = N × Ts = 3.2 μs, the nor-
malized CFO (ε) falls in the range [−0.6, 0.6]. ε and θ

are taken randomly according to a uniform distribution.
Two channel models are tested: COST-207 RA [30] and
BRAN-A (CH-A) [31]. The threshold β is set to 0.35
(average value).
The performance of the proposed algorithm is com-

pared to that of the algorithm described in Section 3 [19].
This choice is based on the fact that this algorithm is
dedicated to the 802.11a standard and was shown better
performance than other algorithms developed in the lit-
erature. Moreover, it is implemented by the initialization
stage of our algorithm. In order to demonstrate the effi-
ciency of our algorithm, we also consider several possible
configurations depending on whether both offsets (time
and frequency) are estimated, or if only one but the other
is perfectly known by the receiver. Moreover, we discuss
the contribution of stages 2 and 3 to the performance of
our synchronization algorithm. We also analyze the ini-
tialization stage impact: (a) no RtS/CtS synchronization;
and (b) RtS/CtS synchronization included with a power
level deployed to transmit RtS/CtS control frames equal
or twice that of the nominal transmission power level used
to transmit DATA frames.

Table 1 Simulation parameters

Parameters Values

Bandwidth (B) 20 MHz

Sampling time (Ts) 50 ns

Number of subcarriers (Nc) 52

Number of points FFT/IFFT (N) 64

Subcarrier spacing (�F) 0.3125MHz

Data rate 6 Mbps

LSTF 160

LSIG 80

K 80

M 30

The performance of the synchronization algorithms
listed below is compared:

i) Algorithm ‘[19] ’ (described in Section 3) where ACF
is applied on STF for CTS and FS, followed by CCF
using LTF for FTS stage.

ii) Algorithm ‘[19] with a perfect TS ’ concerns the
algorithm in (i) where the symbol timing true value θ

is assumed to be known by the receiver and is then
used to compensate the time offset perfectly.

iii) Algorithm ‘[19] with a perfect FS ’ concerns the
algorithm in (i) where the frequency offset true value
ε is assumed to be known by the receiver and is then
used to compensate the frequency offset perfectly.

iv) ‘Joint MAP TS-FS ’ is the algorithm developed in [24].
It concerns the first two stages (‘Stage 1’ and ‘Stage 2’
provided in Figure 3): (a) CTS stage presented in
Section 4.2 exploiting not only the channel
information but also the SIGNAL field; and (b) joint
MAP frequency and time synchronization as
described in Section 4.3.

v) ‘Proposed algo., no synch. in init. stage’ is the
proposed synchronization algorithm where the
stations are assumed to be synchronized during the
negotiation of the transmission medium reservation.
Meaning that the synchronization problem is not
considered in the initialization stage.

vi) ‘Proposed algo.’ is the proposed synchronization
algorithm performed in a realistic transmission
scenario (initialization stage, followed by three stages)
where the synchronization of stations during the
negotiation of the transmission medium reservation
is considered. Two situations are analyzed when the
power level used to transmit RTS/CTS control frames
is: (a) the same as the nominal transmission power
level of the DATA frame (i.e. difference of 0 dB); and
(b) twice than the nominal transmission power level
of the DATA frame (i.e. difference of 3 dB).

vii) ‘Joint MAP TS-FS with a perfect TS ’ is the algorithm
in (iv) where the symbol timing true value θ is
assumed to be known by the receiver and is then
used to compensate the time offset perfectly.

viii) ‘Joint MAP TS-FS with a perfect FS ’ is the algorithm
in (iv) where the frequency offset true value ε is
assumed to be known and is then used to compensate
the frequency offset perfectly. Specifically, the
received signal after CTS stage (i.e., ‘Stage 1’ in
Figure 3) given by Equation 28 is multiplied by
e−j2πεn/N . Therefore, Equation 29 is reduced to
r = S�θh+g since��θ ,ε becomes an identity matrix.
The problem to be considered returns then to a joint
MAP time and channel estimation where Equation 30
becomes {ĥ,�θ̂} = argmaxh,�θ lnP(h,�θ |r). To
solve this equation, a set � containing 2M + 1
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possible time offset values (i.e., � = {−�θM , . . . ,
�θM}) is defined. For a given value �θm ∈ �, the
MAP-based estimation of channel coefficients is
given by {ĥ�θm} = argminh f (m)

MAP(h), with f (m)
MAP(h) =

1
σ 2
g
||r�θm − S�θmh||2 + hHR−1

h h. Setting the gradient
vector of f (m)

MAP(h) with respect to hH to zero provides
the MAP-based channel estimate ĥ�θm =

[
SH�θm

S�θm + σ 2
g R−1

h
]−1

SH�θm
r�θm . Equations 36 and 37

are then performed to obtain �θ̂ .

Simulation results are provided in Figures 5, 6, 7, 8, 9, 10,
11, and 12. Figures 5, 7, 9, and 11 deal with the COST207-
RA channel model while the other ones concern with the
BRAN-A channel model. When available, a box in the
plot indicates the SNR region of interest in the actual
standard. This will demonstrate that similar performance
can be obtained with our algorithm for much smaller
SNRs.
Note that the Newton-Raphson method, in the second

stage, requires no more than five iterations in the worst
case (i.e., for very low SNR). Indeed, its initial value is cho-
sen as a coarse value close to the true frequency offset
value provided by the ACF, as in [18,19].
Figures 5 and 6 provide the MSE calculated between

the true CFO and its estimate (E{(ε − ε̂m)2}) versus SNR.
The results show that the MSE provided by our algorithm
is much smaller than those provided by other algorithms
even in the case where our algorithm addresses the syn-
chronization problem of the control frames and that these
frames are sent with identical power level than DATA
frames. Consider the operating mode of the IEEE 802.11a,
for instance in Figure 5 at SNR = 17.5 dB, we obtain a
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Figure 5MSE of normalized CFO under COST207-RA channel
model. The rectangular box represents the operating area of the
802.11a standard.
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Figure 6MSE of normalized CFO under BRAN-A channel.

MSE of 3.8 × 10−5 for the algorithm ‘[19],’ of 1.6 × 10−6

for ‘Proposed algo. no synch. in init. stage,’ of 3.5 × 10−6

for ‘Proposed algo., 0 dB difference,’ and of 5 × 10−6 for
‘Proposed algo., 3 dB difference.’ Moreover regardless of
the time synchronization being perfect or not, the two
curves associated to our algorithm (with no synch. in init.
stage) are similar, under both the COST207-RA and the
BRAN-A channel models.
Figures 7 and 8 measure the detection probability of

arrival time of the transmitted physical packet for a
given deviation with respect to its true time position
(i.e., θ̂ − θ ) at SNR = 15 dB for ‘[19],’ ‘Joint MAP
TS-FS,’ and ‘Proposed algo. no synch. in init. stage’
algorithms using 7 × 104 realizations under COST207-
RA and 107 realizations under BRAN-A. The ‘Proposed
algo., 3 dB difference’ achieves the highest estimation
accuracy on the two channel models when the packet
arrival time is detected without time deviation (with
respect to the arrival time of packet) compared to other
algorithms.
Figures 9 and 10 refer to the PSF versus SNR. The com-

parison results show that our algorithms (i.e. ‘Proposed
algo. 3 dB difference’ and ‘Proposed algo. 0 dB difference’)
give better performance regardless the selected channel
model. Note that it is also possible to accept packetswhose
arrival time is estimated after the true position with a
deviation (different from zero) due to the use of CP [32].
When using the COST207-RA channel model, we can
accept arrival packet with a delay no more than four sam-
ples (i.e., θ̂new = θ̂ − 4). This timing delay is accepted
since the CP of the OFDM symbol and the maximum
delay of the channel response are respectively equal to 16
and 13 samples, and moreover the average power of tap
0 is a hundred times that of tap 12 (i.e., Pave(0) = 100 ×
Pave(12)). For the same reasons, when using the BRAN-A
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Figure 7 Deviation with respect to the true time position of a physical packet under COST207-RA channel.

model, it is possible to accept an arrival packet with a delay
no more than seven samples (i.e., θ̂new = θ̂ − 7). In both
cases, the orthogonality of subcarrier frequency compo-
nents is completely preserved in spite of the fact that there
exists a phase offset which is however compensated by a
single-tap frequency-domain equalizer [33]. With a time
deviation of no more than the maximum number of sam-
ples tolerated by each channel model, the PSF of both

algorithms is reduced. However, the PSF of our algorithm
is smaller than that of the other algorithms. For example
in Figure 9 at SNR = 17.5 dB and with time deviation no
more than 4, we read a PSF of 7 × 10−3 for ‘[19],’ of 10−3

for ‘Joint MAP TS-FS,’ of 6 × 10−5 for ‘Proposed algo.,
no synch. in init.stage,’ of 2 × 10−4 for ‘Proposed algo., 3
dB difference,’ and of 3.3 × 10−4 for ‘Proposed algo., 0 dB
difference.’
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Figure 8 Deviation with respect to the true time position of a physical packet under BRAN-A channel.
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Figure 9 PSF under COST207-RA channel.

In Figure 10 at SNR = 17.5 dB with a time deviation of
no more than 7, when the CFO is not perfectly compen-
sated, we obtain a PSF of only 3×10−6 for ‘Proposed algo.,
no synch. in init. stage,’ 2.3 × 10−5 for ‘Proposed algo., 0
dB difference,’ and 1.2×10−5 for ‘Proposed algo., 3 dB dif-
ference’ much lower than that for ‘[19]’ (7× 10−3) and for
‘Joint MAP TS-FS’ (3 × 10−4). Moreover, the PSF results
indicate that the performance of our algorithm in both
cases (i.e., perfect or imperfect FS) is almost the same.

Indeed, this is proved by the deployment of some math-
ematical equations as follows. Substituting Equation 29
(i.e., r�θm = ��θm,εS�θmh + g) into Equation 35 leads to

ĥ�θm =
[
SH�θmS�θm + σ 2

g R−1
h

]−1
SH�θmI�θ ,ε̂m(S�θmh)

+
[
SH�θmS�θm + σ 2

g R−1
h

]−1
SH�θm��θm,ε̂mg

(45)
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Figure 10 PSF under BRAN-A channel.
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Figure 11 BER under COST207-RA channel.

where I�θ ,ε̂m is the diagonal matrix of size (2N+
NG + NS) × (2N + NG + NS) and is given by I�θ ,ε̂m =
diag

{
ej2π(ε−ε̂m)�θ/N , ej2π(ε−ε̂m)�θ/N , . . . , ej2π(ε−ε̂m)�θ/N

}
.

Moreover, Figures 5 and 6 show that for a given
SNR = 17.5 dB, the MSE between the normalized CFO
and its true value (i.e., E{(ε − ε̂m)2}) generated by our
algorithm is equal to 2.7 × 10−6 under COST207-RA
and 1.6 × 10−6 under BRAN-A. The experimental results

also show that the remaining time offset value �θ is
relatively small, leading to the following approximation
ej2π(ε−ε̂m)�θ/N ≈ 1. Consequently, I�θ ,ε̂m is considered as
an identity matrix and Equation 45 becomes

ĥ�θm =
[
SH�θmS�θm + σ 2

g R−1
h

]−1
SH�θm(S�θmh) + g′,

(46)
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Figure 12 BER under BRAN-A channel.
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where g′ =
[
SH�θm

S�θm + σ 2
g R−1

h
]−1

SH�θm
�H

�θm,ε̂mg. Note

that in the case of perfect FS, from ĥ�θm =
[
SH�θm

S�θm + σ 2
g R−1

h
]−1

SH�θm
r�θm , we obtain

ĥ�θm =
[
SH�θmS�θm + σ 2

g R−1
h

]−1
SH�θm(S�θmh) + g′′,

(47)

where g′′ =
[
SH�θm

S�θm + σ 2
g R−1

h
]−1

SH�θm
g. Thus, we

prove that Equations 46 and 47 are similar and thus
reflects the fact that the PSF curves are approximately the
same with or without CFO perfect knowledge.
We addressed the question of whether the estimated

transmission channel ĥ (see Section 4.2.1) during the
transmission medium negotiation may change when
DATA is allowed to be transmitted especially when sta-
tions move. If the CtS control frame has been correctly
received, the interval time �t (see Figure 4) given by the
difference between the starting time of the transmitted
DATA frame and the RtS control frame is in the worst case
equal to 124 μs (i.e., TRtS + TCtS + 2TSIFS) when the rate
is set to 6 Mb/s [26]. With a walking speed of 1.5 m/s and
a carrier frequency of 5.2 GHz, the maximum Doppler
frequency fD is equal to 26Hz. Each jth channel tap is mul-
tiplied by ej2π fD�t ≈ ej0.02 and therefore does not effect
the estimated channel ĥ. This is confirmed by the sim-
ulation results provided in Figures 9 and 10. The curves
denoted by ‘Joint MAP TS-SF (Doppler freq., deviation ≤
4)’ in Figure 9 and by ‘Joint MAP TS-SF (Doppler freq.,
deviation ≤ 7)’ in Figure 10 are close to that of the cases
without Doppler frequency.
Figures 11 and 12 refer to BER versus SNRs. DATA

frame is demodulated as follows: the synchronized data
signals are transformed into received symbols in fre-
quency domain using FFT. These received symbols com-
bined with channel estimation obtained by the second
stage allows to estimate the data symbols which are then
led into the de-mapping block (BPSK demodulation in
this case), de-interleaving block, followed by the conven-
tional Viterbi decoder at R = 1/2. The estimated data bits
are then processed by the descrambler block. A perfect
frequency-domain equalizer is considered to compensate
the deviations. The BER curves given in Figures 11 and 12
show that our synchronization algorithm provides better
results compared to [19] regardless the selected channel
model.
Clearly the synchronization algorithm, described by

Equations 5, 6, and 9, with which we compared the perfor-
mance of our algorithm in terms of PSF is less expensive
in terms of computational complexity. Nevertheless, the
question of an efficient implementation must be consid-
ered to reduce the full computational complexity of our

algorithm. Indeed, our first study shows that many simpli-
fications in terms of arithmetic computational are feasible.
Note for example in Equation 24, the matrix inversion
is calculated on diagonal matrices; the parameter N is a
power of 2 then the IFFT can be efficiently computed
using the radix-2 FFT algorithm. Moreover, some terms
are defined in several places such as in Equation 32
where the covariance matrix has already been computed
in Equation 24. The inverse matrix in Equation 32 can be
computed according to Strassen’s matrix inversion algo-
rithm. In Equation 34, the calculation of the first derivative
are re-used for calculating the second derivative thus
reducing the computational load. In the standard oper-
ating mode, it is also possible to reduce the number of
Newton-Raphson iterations (to two iterations) and the
value of M. Table 2 provides the arithmetic complexity
evaluated for each stage. Furthermore, the receiver latency
issue is one of point to consider. The first steps of the
receiver (RtS/CtS) are exactly equivalent to the classical
algorithm in terms of delay. Concerning the processing
of DATA frame, we introduce an intrinsic delay because
we are awaiting for the SIGNAL field before applying
our algorithm. This corresponds to an intrinsic delay of
4 μs, while the total allowed delay corresponding to SIFS
is equivalent to 16 μs. Other differences between the

Table 2 Arithmetic complexity of the proposed algorithm

Stage Equations � additions �multiplications

Initialization (18), (19) 7 3

First (21) 2NLSTF − 3
2N

2 2NLSTF − 3
2N

2

+ 1
2N − LSTF − 1 + 1

2N + L

(22) N logN + 2N N
2 logN + 11N

(23) N

(25) 2NLSIG − 3
2N

2 2NLSIG − 3
2N2 + 1

2N + L

+ 1
2N − LSIG − 1 2NLSIG − 3

2N
2 + 1

2N + L

Second (30)∗ 1
2 L

2P + 1
2 L

2P 1
2 L

2P + LP2 + 3
2 LP

+ 1
2 LP − 11

2 L
2 +L2 + 6

5 7
log L

− 3
2 L + 216

5 7log L

(31) 2M + 1

(32)∗ 5P2 + 5P − 15 5P2 + 25P

(33)∗ (2M + 1)
[ 1
2 L

2P (2M+ 1)
[ 1
2 L

2P + LP2

+ 1
2 L

2P + 1
2 LP + 3

2 LP + L2 + 6
5 7

log L
]

− 11
2 L

2 − 3
2 L

+ 216
5 7log L

]
(34) 2M + 1

(35) L + 2M+ 1

Third (38) 2M + 1

(41) N2 + 6N − 4 2N2 + 15N

Note: ∗P = 2N + NS + NG
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classical and our proposed algorithm are only linked to
computational complexity, and the corresponding delay is
heavily dependent on the architecture of the receiver. This
architectural design problem is out of the scope of our
paper.

6 Conclusion
Based on the advantages of the DA and NDA approaches,
this paper developed a time and frequency synchroniza-
tion algorithm of mobile stations in IEEE 802.11a wireless
network. In addition to the information specifically ded-
icated to synchronization (such as training sequences),
these algorithms make use of an additional source of
information obtained by careful examination of the stan-
dard. In fact, under some conditions, the receiver is able
to predict this information when the CSMA/CA mecha-
nism is triggered. Moreover the exchanged control frame
(RtS) combined to the bit-rate adaptation algorithm to the
channel is exploited to estimate the transmission chan-
nel before the first stage of the proposed algorithm. The
first CTS stage exploits the identified SIGNAL field and
an estimate of the channel to improve the symbol tim-
ing estimation. The second stage performs a joint MAP
time and frequency synchronization. Finally, in the third
stage, a timing metric in the frequency domain taking into
account the presence of channel estimation errors is car-
ried out. Even if the power level used to transmit RtS/CtS
control frames is the same as that deployed to transmit
DATA frames, simulation results show that the proposed
synchronization algorithm achieves significant improve-
ments measured in terms of PSF and BER, in both indoor
and outdoor environments.
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