He et al. EURASIP Journal on Wireless Communications and
Networking (2015) 2015:67
DOI 10.1186/513638-015-0299-0

® EURASIP Journal on
Wireless Communications and Networking

a SpringerOpen Journal

RESEARCH Open Access

Energy efficient coordinated precoding design
for a multicell system with RF energy
harvesting

Shiwen He", Yongming Huang, Wenyang Chen, Shi Jin, Haiming Wang and Luxi Yang

Abstract

This paper investigates multicell multiuser downlink systems with simultaneous wireless information and power
transfer. We study the energy efficient transmission design for maximizing the system energy efficiency of data
transmission (bits/Joule delivered to the receivers) which is defined as the ratio of the weighted sum rate to the total
power consumption. In particular, we focus on the energy efficient coordinated precoding for the downlink of
multicell system using the power splitting technique where each receiver divides the received signal into two power
streams for concurrent information decoding and energy harvesting. To solve the non-convex optimization problem

traditional energy efficient transmission.

Non-convex optimization

under consideration, first, we transform the primal optimization problem in fractional form into a tractable
parameterized subtractive form optimization problem. Then, the tractable problem is solved by applying the
technigue of the Lagrangian optimization technique and semidefinite relaxation. An efficient solution to the
considered optimization problem is finally developed. Numerical results validate the effectiveness of the proposed
algorithm and reveal that the proposed algorithm can achieve better energy efficiency performance than the
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1 Introduction

With explosive growth of high-data-rate applications,
rapidly increasing energy is consumed in wireless net-
works to guarantee quality of service. Driven by this obser-
vation, energy-efficient communications have attracted
increasing attention in both industry and academia [1].
In [2], the authors discussed the models of current energy
consumption in base station (BS) devices. A survey of
energy-efficient wireless communications can be found
in [3] where several different energy efficiency metrics
have been described, with ‘bits per Joule’ as the most
popular one, which is defined as the system through-
put achieved with unit-energy consumption. Later, [4]
provided a general framework for obtaining the energy-
efficient power allocation strategy in fading channels.
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Particularly, it was revealed that as the rate of the sys-
tem is a concave function of the transmission power, a
unique global maximum energy efficiency exists that can
be achieved through an optimum power allocation strat-
egy using fractional programming. The Pareto boundary
of the achievable energy efficiency region of the K-links
interference channels was characterized by maximizing
the per-user energy efficiency which is defined as the
achievable data rate at the user divided by the total power
consumption of the transmitter [5]. Recently, the energy
efficient coordinated beamforming optimization problem
was investigated for multicell downlink systems [6-8].
In addition, considering nakagami-m flat-fading channels
with a delay-outage probability constraint, an energy-
efficient power allocation scheme was proposed in [9].

It is worth noting that all algorithm obtained in the
mentioned references only focus on the energy effi-
ciency optimization without taking the energy harvesting
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into account. On the other hand, wireless power trans-
fer technology, which enables the receivers to scavenge
energy from propagating electromagnetic waves (EM) in
radio frequency (RF), has recently gained much atten-
tion in both industry and academia [10-17]. A uni-
fied study on simultaneous wireless information and
power transfer (SWIPT) was presented for multiple-input
multiple-output (MIMO) wireless broadcast system [10].
A SWIPT algorithm was developed for multiuser mul-
tiple input single ouptut (MISO) broadcast systems in
which each of which implements information decoding
(ID) or energy harvesting (EH) [11]. The authors in [12]
proposed a dynamic power splitting (DPS) scheme to
achieve SWIPT. Recently, the power minimization prob-
lem for simultaneous wireless information and power
transfer was addressed for MISO downlink transmission
systems [13,14]. In addition, resource allocation strate-
gies were also investigated for a point-to-point wireless
communications system with hybrid energy sources con-
sisting of an energy harvester and a conventional energy
source [15]. More recently, the resource allocation prob-
lem was solved for a point-to-point single user system
with power splitting receiver in ergodic fading chan-
nels [16]. In addition, a resource allocation scheme for
maximizing the energy efficiency of data transmission was
developed for single input single output (SISO) frequency
division multiple access (OFDMA) system with simul-
taneous wireless information and power transfer [17].
Whereas, it was solved based on the assumption of
high signal to interference ratio and ignoring the inter-
user interference. It is worth mentioning that most of
the work in the literature focuses on the power mini-
mization problem with simultaneous wireless information
and power transfer or the energy efficiency optimization
problem for single cell SISO OFDMA communication
systems. There are few work investigating the transmis-
sion design for the more complex multi-antenna multicell
system.

In this paper, we investigate coordinated beamform-
ing design for simultaneous wireless information and
power transfer in multicell multiuser MIMO (MU-
MIMO) downlink systems. Particularly, we focus on
maximizing the system energy efficiency of data trans-
mission (bits/Joule delivered to the receivers), which is
defined as the ratio of the weighted sum rate to the
total power consumption, by splitting the received sig-
nal power into two parts for concurrent information
decoding and EH. The considered optimization is non-
convex and hard to tackle; to solve it, we first trans-
form the original objective function in fractional form
into a parameterized subtractive form optimization prob-
lem [18,19]. Then, we develop an iterative algorithm to
reach its solution by alternating optimization. The con-
vergence of the proposed algorithm is guaranteed by
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the monotonic boundary theorem [20]. Finally, numerical
results validate the effectiveness of the proposed algo-
rithm and show that the optimal energy efficiency and
spectral efficiency can be achieved simultaneously in the
low SNR region; while in the middle-high SNR region, the
maximization of spectral efficiency usually cannot bring
optimal energy efficiency at the same time and vice versa.
Compared to the energy efficiency performance achieved
by the traditional energy efficient transmission [6-8], the
proposed algorithm can achieve better energy efficiency
performance.

The rest of this paper is organized as follows. The sys-
tem model and problem formulation are described in
Section 2. In Section 3, a useful transformation of objec-
tive function is given by using jointly the relation between
the minimum mean square error and the fractional pro-
gramming method. Then an energy efficient precoding
method with energy harvesting is developed in Section 4.
The simulation results are shown in Section 5 and conclu-
sions are finally provided in Section 6.

The following notations are used throughout this paper.
Bold lowercase and uppercase letters represent column
vectors and matrices, respectively. |A| denotes the deter-
minant of matrix A. The superscripts (), and (7!
represent the conjugate transpose operator, and the
matrix inverse, respectively. Tr (A) represents the trace
of matrix A, and log(-) is the logarithm with base e.
The probability density function (pdf) of circular com-
plex Gaussian random vector with mean g and covari-
ance matrix X is denoted as CA (u, X). E[-] and C are
the statistical expectation and the complex number field,
respectively.

2 System model and problem formulation
Consider a K-cell MU-MIMO downlink system where
each cell includes one multiple antenna BS and a plu-
rality of multiple antenna users. This paper focuses on a
coordinated beamforming design under the assumption of
perfect channel state information (CSI) knowledge at BS.
We denote the kth user in cell-j as User- (j, k) and the BS in
cell-m as BS-m. BS-j is equipped with M; transmit anten-
nas and serves J; users in cell-j. User- (j, k) is equipped with
Nj antennas. The received signal of User-(j, k) is then
expressed as,

K I
Vik = Z Hypjk Z Winn®mn + Zjk (1)
m=1 n=1

where Hy,jr € CNik*Mm denotes the flat fading chan-
nel matrix of coefficients between BS-m and User-(j, k),
including both the large scale fading and the small scale
fading, W € CMi*4x denotes the beamforming matrix
for User- (j, k), dj,k denotes the number of data streams for
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User-(j, k), xjx € C%#*1 denotes the information signal
intended for User—(j, k) with pdf p (x,',k)=CJ\/' (0,I), and
Zjkx € CNix*1 denotes the additive white Gaussian noise

(AWGN) with distribution CA/ (0, ojzkl ) We assume that

the signals for different users are independent from each
other and the receiver noise. For notational convenience,
let W; = {Wj,1,~~ , W/',]/.} denote the multiuser pre-
coder set of BS-jand let W = {W,---, Wi} denote the
collection of all the precoders.

In this paper, we assume that each user applies
power splitting to coordinate the process of information
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decoding and energy harvesting from the receive sig-
nal [10,12]. In particular, as shown in Figure 1, the received
signal at each user is split to the information decoder and
the energy harvester by a power spitter. Let pjx € (0,1)
denote the power splitting parameter for User- (j, k), this
means that 100;x% of the received power is used for data
detection while the remaining amount is the input to the
RF-EH circuity. As a result, the instantaneous rate rjx of
User- (j, k) can be calculated as

_ . . . H ytH —1
rix = log ‘1 + pacH Wi W ! R

2)

BS,

BS;

BSx

Figure 1 A multicell multiuser downlink system, where each user coordinates information decoding and energy harvesting via power

splitting.
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where R;; denotes the interference-plus-noise which
includes the inter-user interference, the inter-cell interfer-
ence and the AWGN, given by

> HujgWuaW) H ik T oD | F ol
(m,m)#(ji k)

R = pjk

3)

2 . . . .
where o k1 the signal processing noise power at User-

(j, k) that is because additional circuit noise is present due
to phase offsets and non-linearities which is usually mod-
eled as AWGN with zero mean and variance GSZJ’ - Inorder
to obtain a tradeoff between the sum rate and the total
power consumption, we adopt a new energy efficiency
optimization criterion defined as®

K I
> D ikTjk
max U
w K [
]; (kZl (Pf,k —Pfk) +Per + IJ'PCR> (4)

b
s.t. Z Tr (Wj}kWﬁ) = Pj;Pfk = 0k V) k,
k=1

where P; is power constraint of BS-j. gjx is a constant
which specifies the minimum required power transfer to
User-(j, k) and gjk > 0, Vj,k. In other words, in this
paper, we consider a general case where all users have no-
zero harvested power target®. The weight wj is used to
represent the priority of User-(j, k), giving a larger value
to the user with a higher rate requirement. The term

U

» (p/c e pfk) +Pc,+1;Pc, denotes the power consump-

tion for User-(j, k). Specifically, Pc, is the constant signal
processing circuit power consumption in the transmit-
ters, caused by the transmit filter, the mixer, the frequency
synthesizer, and the digital-to-analog converter, which
are independent of the actual transmitted power. Pc,
denotes the circuit power consumption in the receivers.
p}f « denotes the power dissipation in the power amplifier

at transmitter for User-(j, k) which is defined as

P =0T (WiWit). (5)

where ©; > 1 is a constant which accounts for the ineffi-
ciency of the power amplifier [17]. pfk denotes the energy

harvested at User- (j, k) and is expressed as

K I,
E H H 2
ph= (1= o) mxTr (Z > Hypjk W Wi H L+ aj,k1> )

m=1n=1
(6)
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where 0 < 7;x < 1 is the energy harvesting efficiency of
User- (j, k). In addition, pfk can be interpreted as the user’s
ability of harvesting energy from signal, interference and
noise powers.

It is easy to see that the coupling of optimization vari-
ables leads to that problem (4) is non-convex and is
therefore difficult to solve directly, which is the main
drawback for the beamforming algorithm design. More-
over, the sum-of-ratio form in the objective function (4)
makes the problem more intractable. In the rest of this
paper, we focus on finding solution to the optimization
problems (4).

3 Transformation of the objective function

In this section, we reformulate firstly the original problem
into a tractable form by transforming the objective func-
tion into an optimization problem based on the minimum
mean square errors (MMSE) receiver. In what follows,
we treat interference as noise and consider linear receive
beamforming strategy so that the estimated signal is given
by

Xk = Uik 7)

where U € Cé%>*M; denotes the linear equalizer for
User-(j, k), ¥, is defined as

K Iy
ij,k =/ Pjk (Z Hm,j,k Z Winn®Xmn + zj,k) + Ej,k
m=1 n=1

(8)
where zj; € CNikx1 denotes the AWGN with distribu-

tion CN (0, 0521, d ) Under the independence assumption

of Xj k> Zj > and Zjf the MSE matrix E;; can be calculated
as

Ejt = Bz | (6 — %) (B — 0)" |

K In
— o U ‘ H H pyH
= pjxUjk Z Z Hjkc Winn Wm,nHm,j,k U/,k
m=1 n=1
2 H | 2 H
+ k0 S U U + o U UL
H ppH ppH
= VO Wik — Jojx Wi H U+ 1
H pH pyH
Z Hyjk Winn W i, H m,jk Uj,k
(m,m)#(ji.k)
2 H
+ 0k Uil + (1 — v PikUjikH;jk Wz:k)

H
X (I— /p,»,kLI,»,kHj,jka,,k) + Os%j,kUj,kUﬁ
9)

Compared with the traditional MMSE expression
[21,22], the new MMSE expression given in (9) includes

= pjxUjk
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more factors, such as the power splitter factor p;« and the
signal processing noise item. Fixing all the transmit beam-
formers W and minimizing MSE lead to the well-known
MMSE receiver:

mmse

ik IO/, (10)

k 1/,/< /,
where T is the covariance matrix of the total received
signal at User- (j, k) and is calculated by

K I,
T/k—p/,kZZH ,//(Wmnw/ Hm]k+p/,l< ik I+o s;k

m=1n=1

(11)

Using this MMSE receiver, the corresponding MSE
matrix is given by

1
ER™e =1 — o WHHL T H W

Joiok (12)

According to the Woodbury matrix identity ([23], pp.
124, 3.8.3), we have

-1
(e) = [+ opona it s

Combining (2) with (13) and applying the conclusion
given in [21,22], problem (4) can be reformulated as fol-
lows

K b
Z Z ],k( (Z],k ]k) + log |Z]k| + d}k)
j=1k=1

LATH> Ij
> ﬁjzp]c',k"‘PCT"'IiPCk
j=1 k=1

s.t. ZTr(

k) < Popji = i Vi ks
(14)

where U = {U4,---,Ug} denotes the collection of all
the linear equalizers and U; = { U, --,Uu ;’,1,-} denotes
the collection of all the linear equalizers in cell-j. ¥ =
{X1,---, 2k} denotes the collection of all the auxiliary
variables and X; = {Ej,l, s Ej,Ij} denotes the collection
of all the auxiliary variables in cell-j. Note that the equiv-
alence relation implies that the weighted sum-rate can be
replaced with a optimization form with some additional
auxiliary variables, see (14). The latter problem is in the
space of (W, U, X) and is easier to handle since optimiz-
ing each variable while holding others fixed is convex and
easy (e.g., closed form). In the following section, this prop-
erty will be exploited to design an effective energy efficient
transmission method with taking energy harvesting into
account.
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4 Energy-efficient optimization algorithm with
energy harvesting
4.1 Algorithm design
It is easy to see that the function given by the numera-
tor in the objective function (14) is concave in each of
the optimization variables W, U, and X, but the function
given by the numerator in the objective function (14) is
jointly non-concave with respect to variables W, U, and
¥. In the sequel, we propose to use the block coordinate
optimization method to solve (14). In particular, we opti-
mize the problem by sequentially fixing two of the three
variables W, U, ¥ and updating the third. The results
in ([17], Theorem 1) has revealed that there exists an
equivalent optimization problem with an objective func-
tion in subtractive form for an optimization problem with
an objective function in fractional form. It also means that
we need to search a value of g such that the optimal value
of the objective function of the following problem (15) is
zero.

K 1
w,U,x Z Z @ik (—Tr

max ) kEj,k) + log |Zi,/<‘ + d; k)
j=1 k=1
K U
_qZ ﬁij;k—FPCT-F]]‘PCR
j=1 k=1

st YT (WiWi) < Pupfy = g Virk,

(15)

It is easily known that for fixed ¢, and W, the optimal
solution of Uzit is given by (10) and the optimal solution
of X is calculated as

% opt

-1
o = E;) (16)

In what follows, we focus on solving problem (15) with
fixed g, U and X which can be reformulated as

5
mm ZZ(w/kTr ;kE, )—i—qﬁ,plk)

(17)
1
s.t. Z Tr (W,kWﬁ() < Pj,Pfk > 0jk Vi, k,
k=1
Then, the Lagrangian of problem (17) is given by
K b
LWien)=3"3" (wj,kTr (ZixEjx) + qp;k)
j=1 k=1

+ ZK] (Z Tr( ) —Pj) (18)

j=1

U
+ Z Z Ajk (Qj,k - Pfk>

=
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where k and A denote the Lagrange multipliers associated
with the power constraints and the individual minimum
required power transfer constraints. Thus, the dual prob-
lem for the primal problem (17) is given by

maxmin £ (W, k, L) (19)
KA W
By plugging (5) and (9) into (18) and using the standard
convex optimization techniques and the KKT conditions,
the optimal solution of W to problem (17) is given by

-1
Wik = @jk\/Pjk®P; H,',, kU kX k (20)
where ®; is calculated as
K Iy
<I) = Z Z 1mn w’m,npm,nuly;ll,nzm,num,n
m=1n=1 (21)

—Nm,n (q + )\m,n) (1 - Pm,n) I) Hj,m,n + (q + K/) 191'1

In addition, the outer optimization of problem (19) can
be achieved by using the gradient method which leads to
the following Lagrange multiplier update equations:

J? +
Kj(,lH—l) — |: (/l) +£_-1 (M) x (Z Tl"( ]kW ) ’)j| (22)

k:

M = [W) + & (w) x (Q/k —p; k)]+ (23)

where [x]T is defined as [¥]T = max{0,x}, index u > 0
is the iteration index and &; (n), i = 1,2, are positive
step size. Here, it should be pointed out that the initial-
ization of the precoders W can be achieved by solving the
following optimization problem.

K 1
mwi/nZZTr(Wj,k s.t. W,k>0Rank(7/k) k>

j=1 k=1

K Iy
Qjik .
(ZZHWI;I(Wmn m]k)+1\[1 L V],k.

m=1 n=1 (l_p}k)n]k
(24)

where Wj,k =Wk W,Hk It is easy to see that problem (24)
can be further expressed in standard semidefined pro-
gramming (SDP) form with linear matrix inequalities (see

[24] Equation (1)) as formulation (25).

mm Z Z Tr

) st Wig > 0,Rank (Wi) = dj,

j=1 k=1
K In
(mzlzﬁmwwn”wk)w s
N (1= pik) mik
(25)

To make problem (25) tractable, we first ignore the
rank constraints and focus on problem (25) without rank
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constraints named as relaxed problem. The relaxed prob-
lem is convex and belongs to the class of SDD, as it is
composed of cones of positive semdefinite matrices and
linear matrix inequalities involving W. The numerical
solution can be found by using SDP solvers. Suppose w*
is the optimal solution to the relaxed problem, due to

the relaxation, Rz/mk( k) may not satisfy the corre-

sponding rank constraint in general. To address the issues,
the randomization technique is adopted here to solve the
rank constraint problem. In the randomization technique,

we eigendecompose W*
Wi = U, kl\l/2 \I’H Al/zﬂ as the solution to prob-
lem (25), where \Il],k 1s an M x dj, randomly generated

matrix whose entries satisfy uniform or Gaussian distribu-
tion [25]. Then the initialization of W can be obtained

as ijk = uj,kAj,k
solving problem (14) is described as Algorithm 1.

= U]kA/klI © and choose

¥, . To summarize, one algorithm for

Algorithm 1 Energy efficient precoding transmission
with energy harvesting
1: Setg = 0;
2: Initialize W) with v = 0, let / denote the objective
value of (15) and let #) = 0;
3. Update U and X with (10), (14), and W, and obtain
u® and ©v;
4: Letv = v+ 1, update W by solving problem (17) with
fixed U~V and ¥V, and obtain W®);
5. Compute the objective value of (15) with
w, =D and @V, and obtain 1. If
|h(”) — h(“’l)i < §, then go to 6, otherwise go to
step 3;
6: Update the value of g as

K
Zlkzwlk( (Elk 1/<)+1°g|):1/<|+d1k)
j=1k=1

q = T
K j
2 (ﬁ, 121 Py + Poy + I/PCR)
j= k=

with WO, =, and O~V 1f w), =1, and
2 @~D meets the following inequality

> X]: @ik (—

j=1 k=1
I

K
—qy |9 D r5i+Pcr + P || <8
j=1 k=1

XixEjx) + log |Zk| + dix)

then stop the iteration, otherwise go to step 2.

Note that Algorithm 1 only aims to solve problem (4)
with fixed power splitter factors p, we assume that all
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users have the same power splitter factors, namely, Pik =
p, Vj, k. Let EE (p) denote the objective value of prob-
lem (4) with given p. It is easy to see that EE (1) denote
the maximum energy efficiency value of problem (4) that
only aims to maximize the system energy efficiency with-
out taking the energy harvesting into account. Based on
this results, we further develop Algorithm 2 as below to
numerically search the optimal value of p.

Algorithm 2 Power splitter factor optimization

1: Solve problem (4) with p = 1, and obtain EE (1). Let
Pmin = 0, pmax = 1, and Pprev = 1.

2 Let pmid = W. Solve problem (4) with ppmid,
and obtain EE (pmid)-

3: If [Omin — Pmax| < ¢, where ¢ is an arbitrary small
positive number, then output the EE (ppyiq) and the
corresponding solution to problem (4) with pmiq. If
EE (pmid) > EE (pmax), then let Ppre = Pmax> Pmax =
Pmid and EE (0max) = EE (pmid), otherwise let pmax =
Ppre> Pmin = Pmid» then to step 2.

4.2 Algorithm analysis
In this subsection, we briefly analyze the convergence and
the computational complexity of Algorithm 1.

Lemma 1. The sequence generated by the step 3 to step 4 of
Algorithm 1 guarantees to converge to a stationary point of
problem (15). Furthermore, the convergence of Algorithm 1
also can be guaranteed.

Proof. 1t is easily seen that the updates of step 3 to
step 4 in Algorithm 1 all aim to increase the sum rate so
that an increasing sequence is generated while the itera-
tion running. Since the achievable SINR region under the
transmit power constraint is bounded, the sum rate is also
bounded. The convergence of Algorithm 1 is guaranteed
by the monotonic convergence theorem [26,27]. Note that
the optimization problem (15) has a differentiable objec-
tive function and the transmit power constraints only
work for variable W. It follows from the general optimiza-
tion theory [26,27] that steps 3 to 4 in Algorithm 1, which
is a block coordinate ascent method applied to prob-
lem (15), converge to a stationary point of problem (15).
Based on these analyses, the convergence of Algorithm 1
can be guaranteed with the fractional theorem obtained
in [18,19]. O

It is easily found that the computational complexity of
Algorithm 1 mainly arise from the matrix inversion oper-
ation which is used to calculate the optimal linear equal-
izer given by (10), the optimal auxiliary variable obtained
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by (16) and the optimal beamformer based on (20), respec-
tively. Assume that M; = M, Nix = N, I; = I, dj,k =d,
Vj,k,d < N and Id < min (IN, M). We count the floating
point operations (flops) to indicate the complexity. A flop
corresponds to a real floating-point operation. Therefore,
a real addition, multiplication, or division is counted as
one flop while a complex addition and multiplication have
two flops and six flops, respectively. Similar to [28,29], the
complexity of some basic matrix calculations are approxi-
mately counted as follows: Multiplication of two m x p and
P X g complex matrices involves 8mpq flops; inversion of

an m x m Hermite matrix 1nvolves ﬂops, Inversion of

an m x m real matrix involves 2 T ﬂops, inversion of an

. P Wl3
m x m real symmetric matrix involves “3- flops. Based on
these references, the computation required for each active
User-(j, k) is as follows:

¢ Inversion of ®; needs about ¥ —|— 8dMKI (M + N)
flops. Therefore, the update of the beamforming
matrix W needs about

M2 | 8dM (KIM + KIN + d) flops. We also note
that matrix ®; can be calculated only once for all
beamformmg ko Vk

e The calculation of T} ik needs about

% + 8dNKI (M + N) flops. Therefore, the
calculation of Uj 4 needs about

S 4 8ANKI (M + N) + 8dN? flops.
® The calculation of X needs about % + 842N flops.

Therefore, one execution of steps 3 to 4 in Algo-
rithm 1 takes approximately %KI (M3 + N3+ d3) +
8dK>*I* (M +N) (M +2N) + 8dMKI(KIN +d) =
(0] (371(2121'3) flops, where 7 = max (M, N).

5 Numerical results

In this section, we numerically evaluate the performance
of the proposed energy efficient transmission algorithm
in multicell multiuser downlink systems. We consider a
small cell communication systems with K = 3 coordi-
nated BSs, and assume that all users have the same set of
parameters, ie, djx = d, njx = 0, Pix = P Cjk = O
ok = o% P —P s;k = 02 Njy = N, M; = M, and
I; = I, Vj, k. Moreover, we set Pc;, = 30 dBm, Pc, = 20
dBm, n=0.502=-70dBm, 02 = —50 dBm in all simu-
lations [14,17]. It is further assumed that the signal atten-
uation from BS to its served user is 84 dB correspondmg
to an identical distance of d meters, where 6 < d < 10in
unit of meters, i.e, its served user locates in the coopera-
tion and energy harvesting region, as shown in Figure 2.
With this transmission distance, the line-of-sight (LOS)
signal is dominant, and thus the Rician fading is used
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~———> Desired Signal =—— =) Interference Signal

Figure 2 Simulation model.

to model the channel [30]. Specially, H,,;x is expressed

as
+ ! H
1+ Kg

where HZ{;}ES denotes the Rayleigh fading component
with each element being a circularly symmetric com-
plex Gaussian random variable with zero mean and cova-
riance —8(,Aim,j,k dB, Ky is the Rician factor set to be 6 dB,
and Hﬁgsk € CN*M js the LOS deterministic component
and is given as®

Kr 1108
1+Kg ™k

NLOS
m,jk

(26)

Hm,j,k

ej¢l,1 e ej‘Pl,M

HYOS — 10~/ @mik

ik (27)

PN ... JONM

where &% are the elements of the fixed LOS matrix
H];nolsk with ¢, = —m, where ¢ is the spac-
ing between successive antenna elements at BS, 1 is the
carrier wavelength, and ¢,,,, is derived from the angle of
arrival/departure of the LOS component. For the sake of
simplify, following [31], ¢y, is set to be zero in all simu-
lations, Vn, m. In addition, a 12 dB effective antenna gain
was also considered in our simulation.

For the sake of illustration, the performance curves of
Algorithm 1 with fixed power splitting factor p = 0.8 and
Algorithm 1 with optimized power splitting factor p are
labeled as ‘proposed algorithm I’ and ‘proposed algorithm
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IT’ in our simulation figures, respectively. For baseline I, we
maximize the weighted sum rate (bit/s/Hz) with respect
to W subject to per-BS power constraint, instead of the
energy efficiency. On the other hand, baseline II maxi-
mizes the weighted energy efficiency of the system with
respect to W and without taking into account the min-
imum energy harvesting constraint in the optimization
problem. The average energy efficiency of the system is
computed according to (4) and averaged over 1,000 inde-
pendent random realizations of multipath fading and path
loss attenuation.

Figure 3 shows the average system energy efficiency ver-
sus the maximum transmit power allowance for different
algorithms. It can be seen that the average system energy
efficiency of our proposed algorithms and baseline II is a
monotonically non-decreasing function of the maximum
transmit power constraint P. In particular, the energy effi-
ciency first quickly increases with an increasing P and
then saturates when P > 20 dBm due to the fact that a bal-
ance between the system energy efficiency and the power
consumption of the system is obtained. In the lower trans-
mit power constraint region, such as 5 < P < 15 dBm, all
algorithms achieve the same performance in terms of the
system energy efficiency criterion. It is also observed that
in the low transmit power regime, the system with power
splitting receivers achieves a small performance gain com-
pared to the system without energy harvesting receivers
since the received power of the desired signal at the
receivers may not be sufficiently large for simultaneous
information decoding and energy harvesting. However in
the high transmit power region, proposed algorithm II
outperforms the proposed algorithm I due to the fact that
the former is designed based on the optimization of the
power splitting factor. Compared to baseline II, about a 6%
gain in terms of energy efficiency can be achieved by algo-
rithm II. In addition, baseline I which aims to maximize
the weighted sum rate with respect to the beamformers W
achieves a very low energy efficiency due to the fact that
the gain of system sum rate cannot compensate the con-
sumption of the transmit power. From the comparison in
terms of system capacity as illustrated in Figure 4, some
opposite conclusions are obtained.

Figure 5 shows the average system energy efficiency ver-
sus the maximum transmit power allowance for proposed
algorithm II with different minimum required power
transfer. Numerical results reveal that the system energy
efficiency does not necessarily increase with an increas-
ing minimum required power transfer. Combining with
numerical results observed in Figure 3, it is easy to know
that there is an optimal value of minimum required power
transfer in the considered systems which can be optimized
that would be studied in our future works. It is worth
noting that the joint optimization of the power splitting
factors and the minimum required power transfer also has
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Figure 3 Energy efficiency vs transmit power constraint, M =4,N=d =1= 2,9 = 0.01P.

important affection of the performance of system energy
efficiency.

Figure 6 illustrates the average system energy efficiency
versus the transmit antenna for proposed algorithm II
with a fixed ratio of M : I. It can be seen that the system
energy efficiency increases with an increasing number of
transmit antennas. It also means that the system energy
efficiency can be benefited from the user diversity of mul-
tiple users. It is interesting to note that these observations

are similar to the results obtained in [32], i.e., multiplex-
ing to many users rather than beamforming to a single
user and increasing the number of service antennas can
simultaneously benefit both the spectral efficiency and
the energy efficiency. However, when the number of the
transmit antennas is greater than a certain value, i.e., the
number of the served users is greater than certain value,
the energy efficiency decreases with an increasing number
of transmit antennas with a fixed ratio of M : I due to the

10

+ Baseline I
== Baseline I1
9.5 Proposed Algorithm I 4
+ Proposed Algorithm I1
g
w
.E >t )
= < ) |
Z
3 |
[}
=
<
Q
g ]
3
w1
>
7]
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5 10 15 20 25 30

Per-BS Transmit Power Constraint (dBm)

Figure 4 System capacity vs transmit power constraint, M =4,N=d =/ = 2,0 = 0.01P.
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Figure 5 Energy efficiency vs minimum power transfer M=4,N=d =1= 2.

fact that the fixed power consumption of the terminal also
increases rapidly resulting in a lower energy efficiency. As
shown in Figure 7, the energy efficiency of the simulated
two algorithms decreases with an increasing fixed receiver
power consumption Pc,.

6 Conclusions
In this paper, the transmit beamforming optimization
problem was studied for simultaneous wireless infor-

mation and power transfer in coordinated multicell mul-
tiuser downlink system. Particularly, we focused on the
energy efficient precoding design by using the power split-
ting technique where each receiver divides the received
signal into two power streams for concurrent information
decoding and energy harvesting. An iterative algorithm
to reach its solution was developed by suing the alternat-
ing optimization method. Numerical results validate the
effectiveness of the proposed algorithm and show that the

4.5

I Baseline 11
I Proposed Algorithm IT

Energy Efficiency (bit/Hz/Joule)

4 8
The b

16

of the tr it

Figure 6 Energy efficiency vs transmit antenna, M:/=2:1,N=d = 2,P = 30dBm, ¢ = 0.01P.
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Figure 7 Energy efficiency vs minimum power transfer, M = 4,N=d =1= 2,9 = 0.01P.

optimal energy efficiency and spectral efficiency can be
achieved simultaneously in the low SNR region; while in
the middle-high SNR region, the maximization of spec-
tral efficiency usually cannot bring optimal energy effi-
ciency at the same time and vice versa. Compared to the
energy efficiency performance achieved by the traditional
energy efficient transmission, the proposed algorithm can
achieve better energy efficiency performance.

Endnotes

*Note that by imposing the power splitting factors
pjk = 1,Vj, k, then problem (4) reduces to the traditional
energy efficient transmission optimization problem. In
our paper, the values of p, where p denote the collection
of all pjz, is first assumed to be fixed in order to obtain an
effective solution to the energy efficient precoding
problem. We then considered then the power splitting
faction optimization for a special case where all users
have the same ability to harvest energy. It should be
pointed out that the considered problem formulation is
also applicable to the case with time-switching receivers
(or, under the given time instant, each receiver is either
for energy harvesting or information decoding) by
adjusting the power splitting factor of each user [11].

>We would like to point out that our developed energy
efficient transmission algorithm with energy harvesting
can also apply to the special case where the value of g is
zero, Vj, k.

“Note that for LOS component, we use the far-field
uniform linear antenna array model [30].
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