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Abstract

This paper aims at improving the system throughput of orthogonal frequency division multiple access small cell
networks. Different with traditional schemes that neglect the cooperation among small cells, a scheme named as
resource block exclusion-based power control (RBEBPC) is proposed by sharing the interference correlated
information. RBEBPC consists of two steps that are iteratively conducted. First, based on current power allocation
results, partial system resource blocks are excluded by playing the formulated cooperative coalition formation games.
Second, the transmission power of each small cell is determined by solving a modified throughput maximization
problem after the resource block exclusion. As the generated interference is constrained in the second step, part of
the small cells transmit without full power. Thereby, the overall system interference keeps non-increasing after
RBEBPC is adopted. Simulation results indicate that about 15% system throughput gain and 13% power saving gain
are obtained compared to traditional iterative water filling scheme.

Keywords: Cooperative power control; Orthogonal frequency division multiple access; Small cell; Coalition game;
Iterative water filling

Introduction
The wireless data traffic of cellular system is soaring.
Based on the report of future mobile data forecast by
Cisco, the compound annual growth rate of mobile data
traffic from 2011 to 2016 will be 78% [1]. The wireless
industry faces a big challenge: a 1,000-fold data traffic
increase in a decade [2]. The emergence of small cell
releases the cost pressure on the dense cell deployment,
which makes it one of the most promising solutions to
the explosive wireless traffic growth. Small cell is the node
whose transmission power is lower than that of the macro
base station [3]. Both picocell and femtocell are included
in the concept of small cell. Small cell is cheap, plug and
play, and self-configuring, which can be easily embedded
in the existing cell deployment. The deployment of small
cell shortens the distance between service providers and
subscribers. As a consequence, subscribers can achieve
the same quality of service with lower power consump-
tion. The shorter distance also enables the small cell to
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use a higher carrier frequency that is not suitable for the
macro cell.

However, when small cells share the same spectrum
band with macro cells, strong interference may exist.
There are two categories of interference in small cell net-
works. The first category, which is known as cross-tier
interference, is the interference between small cells and
macro cells. The second category, which is known as co-
tier interference, is the interference among small cells.
Strong interference drops the advantages of small cell
deployment and becomes the bottleneck of throughput
improvement. Some previous works on small cell inter-
ference mitigation focus on orthogonal resource reuse
from time or frequency domain. Authors of [4-7] propose
orthogonal time domain interference mitigation schemes,
e.g., almost blank subframe and the enhanced versions.
Authors of [8,9] provide frequency domain interference
mitigation scheme, e.g., fractional frequency reuse. The
orthogonal resource reuse schemes have the common
drawback that the interference is mitigated at the cost of
resource utilization. Authors of [10] analyze the devel-
opment trend of small cell networks and point out that
small cell deployment would become denser in the future.
Marginal reward would be obtained in the orthogonal
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resource reuse schemes due to the large quantity of weak
interference sources. In addition to orthogonal resource
reuse, power control is also considered to mitigate the
interference. Authors of [11] provide a price-based power
control scheme to manage the first category of inter-
ference. But only one sub-channel case is considered.
In [12], hierarchical competition schemes for downlink
power allocation in orthogonal frequency division mul-
tiple access (OFDMA) femtocell networks are proposed.
A Stackelberg game model is used to manage the cross-
tier interference of Femtocell and macro cell. In [13], the
potential game is used with a designed payoff function
to manage both the co-tier and cross-tier interferences.
Some works adopt the centralized manner to manage the
power control issues in small cell networks. Authors of
[14] provide centralized suboptimal algorithms to man-
age the downlink scheduling and power allocation issues
in multicell OFDMA networks. Authors of [15] provide
a binary power allocation scheme to mitigate the sec-
ond category of interference but the research is limited to
indoor scenario.

As described in [3], the scenario where spectrum bands
used for small cells and macro cells are different is one of
the scenarios remaining to be studied. Besides, the deploy-
ment of small cells are more random and flexible than
conventional macro cells, which makes the interference
mitigation issues among small cells rather challenging. In
this paper, we resort to the cooperative game theory and
convex optimization theory to deal with the interference
issues in small cell networks. Our target is to establish
an effective method to improve the system throughput.
Considering the deployment trend [2,3], we only deal with
the co-tier interference of the small cells. Based on the
resource structure of OFDMA small cell networks, the
proposed scheme, which is called resource block exclusion
based power control (RBEBPC), conducts the following
two steps iteratively. 1) Small cells cooperatively exclude
the disadvantage resource blocks by using the coalition
formation game theory. An interference constraint is
obtained based on the channel exclusion results for each
small cell. 2) The transmission power of small cell is deter-
mined by solving the modified throughput maximization
problems. The system total interference is non-increasing
during the conduction of RBEBPC. Besides, RBEBPC is
also energy efficient, i.e., not all available power is used
during the transmission.

System model and basic assumptions
In this paper, bold lower case letters denote vectors and
bold upper case letters denote matrices. The element of
the i-th row and the j-th column of X is denoted by [X]ij.
The transpose of X is XT . RM×N represents the M × N
real space and R represents the real line. Calligraphic
upper case letters denote sets. The cardinal number of S is

denoted by |S|, and the power set of S is denoted by η(S).

Notation
(
n
k

)
represents ‘n choose k’ and equals n!

k!(n−k)! .

Notation ⇐⇒ means ‘if and only if ’. Finally, ‘s.t.’ is the
abbreviation of ‘subject to’.

As shown in Figure 1, the considered small cell net-
work is under the coverage of a macro cell. The frequency
bandwidth used by the macro cell is F1. The frequency
bandwidth shared by small cells is F2. The used spectrum
of F1 is orthogonal to that of F2, i.e., there is no cross-tier
interference between the macro cell and small cells. Each
small cell is assumed to have a backhaul link to the macro
cell so that some mutual information can be exchanged.
Small cells in the considered system model are denoted by
N = {1, 2, . . . ,N}. Without loss of generality, each small
cell is assumed to serve only one user equipment (UE). In
other words, in our system, each small cell first schedules
a UE, then performs power allocation. The set of UEs is
denoted by M = {1, 2, . . . ,M} and M = N . The i-th UE
is assumed to be served by the i-th small cell. F2 equals W
and is equally divided into L sub-channels. The available
sub-channels for small cells in the system are denoted by
L = {1, 2, . . . , L}.

Figure 2 shows the resource structure of the small cell
network that is based on the above description. The sys-
tem resource can be depicted from two dimensions: the
small cell dimension and the frequency dimension. In the
small cell dimension, each small cell owns at most L avail-
able sub-channels and all these sub-channels are able to
share the total transmission power P0. However, in the fre-
quency dimension, each sub-channel can be occupied by
at mostN small cells and these small cells cannot share the
transmission power. The resource block of the l-th sub-
channel occupied by the j-th small cell (denoted by RBlj)
can be uniquely determined by the tuple (l, j).

The wireless channel is assumed to vary in a slower pace
compared to our power control scheme, i.e., the channel

Macro cell Small cell

UE

F1

F2

Figure 1 System model. The macro cell transmits data with
frequency band F1. Small cells share frequency band F2. The used
spectrum of F1 is orthogonal to that of F2.
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Figure 2 Resource structure of the small cell network.

gain during our analysis remains constant. The channel
gain between the i-th UE and the j-th small cell on the
l-th sub-channel is denoted by Gl

ij. The system channel
gain matrix is denoted by G ∈ R

M×N×L. The channel gain
matrix related to the i-th UE is defined as G·

i· ∈ R
N×L,

which contains all the channel gain between the i-th UE
and all the small cells on all the sub-channels. Similarly,
the channel gain related to the j-th small cell and the l-th
sub-channel are defined as G··j ∈ R

M×L and Gl·· ∈ R
M×N

separately.
For the i-th small cell, the power allocation result is

denoted by pi =[ p1
i , p

2
i , . . . , p

L
i ]T ∈ R

L×1, where pli rep-
resents the allocated power level on the l-th sub-channel.
The system power allocation result is denoted by P =
[ p1, p2, . . . , pN ] ∈ R

L×N .
Based on above assumptions, the throughput of the j-th

small cell is as follows:

Rj = W
L

L∑
l=1

log2(1 + pljG
l
jj

σ 2 + Ilj
), (1)

where σ 2 is the noise power of each sub-channel and

Ilj =
N∑

i=1,i �=j
pliG

l
ji (2)

is the suffered interference on the l-th sub-channel. The
transmission power of each small cell is usually con-
strained by:

L∑
l=1

plj ≤ P0, ∀j ∈ N , (3)

where P0 is the maximum transmission power of each
small cell and

plj ≥ 0, ∀j ∈ N , ∀l ∈ L. (4)

The system throughput maximization problem of the
small cell network is described as:

P1 : max
N∑
j=1

Rj (5)

s.t. (Equation 3), (Equation 4).

Motivation of cooperative power control
Since P1 is non-concave to its domain, it is difficult
to obtain the global optimal solution. Some sub-optimal
solutions concentrate on the non-cooperative manner
such as the iterative water filling (IWF) to slove P1. Due
to the neglect of possible mutual cooperation, the non-
cooperative sub-optimal solutions to P1 may not be effi-
cient. To see this, a simple example of small cell network
that motivates the cooperation is analyzed below.

Let us consider a simple small cell network with param-
eters W = 2, L = 2, P0 = 1, N = {1, 2}, M = {1, 2},
σ 2 = 0.01. The performance of IWF and equal power
allocation (EPA) is discussed. The IWF scheme, which
provides a non-cooperative sub-optimal solution to P1,
can be perfectly represented as a non-cooperative game
O = {N ,Y ,R}. N is the player set. Y is the strategy space
whose elements are system power allocation results. R is
the payoff set, in which the j-th (∀j ∈ N ) element is Rj. In
IWF, the j-th small cell selfishly determines pj to maximize
Rj based on previous interference level. By conducting the
power allocation for several rounds, the system can reach
a stable state where each small cell has no incentive to
change its power allocation results. The EPA scheme just
equally allocates the available power to all sub-channels.
Two scenarios with above system parameters are consid-
ered. Scenario 1 is a strong interference scenario, whose
system channel matrix G ∈ R

2×2×2 is described as:

G1·· =
[

0.7 0.3
0.3 0.5

]
,G2·· =

[
0.9 0.5
0.5 0.8

]
. (6)
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Scenario 2 is a weak interference scenario whose system
channel matrix F ∈ R

2×2×2 is as follows:

F1·· =
[

0.7 0.03
0.03 0.5

]
, F2·· =

[
0.9 0.05
0.05 0.8

]
. (7)

The system throughput of IWF with above system con-
figuration is shown in Figure 3. The start point of each
sub-figure is the system throughput of EPA. We can see
that the system throughput improves about 8% at the sta-
ble state in scenario 1. But in scenario 2, the throughput
improvement of IWF can be neglected.

However, if small cells in scenario 1 follow some coop-
eration rules, the following power allocation can be
obtained:

P̂ =
[
p1

1 p1
2

p2
1 p2

2

]
=
[

1 0
0 1

]
(8)

and the corresponding throughput is (R1,R2) =
(6.5850, 5.9307). Since both of the small cells improve the
throughput by more than 70% compared to the stable
state of IWF, P̂ is more favored. If the total transmission
power is further reduced by 20%, the following solution is
achieved:

P̃ =
[
p1

1 p1
2

p2
1 p2

2

]
=
[

0.8 0
0 0.8

]
(9)

and the corresponding throughput is (R1,R2) =
(6.2668, 5.6147), which is comparable to the full transmis-
sion power allocation results P̂. The great improvements
of P̂ and P̃ motivate the cooperation of small cell net-
works where strong interference exists. Besides, for the
non-cooperative solutions such as IWF, the convergence
is not always guaranteed [16].

In this paper, we aim at achieving such cooperation gain.
Some papers seek cooperation solution to the interference
issues in small cells via coalition game. Authors of [17]
use the recursive core approach to cluster the small cells.

Small cells first form clusters by using the recursive core
approach. To mitigate the interference, a time division
duplex scheduling strategy is used in the formed clusters.
The scheme proposed in [18] promotes the scheme in
[17] by allowing a small cell to join more than one coali-
tions. There are obvious differences between the schemes
in [17,18], and RBEBPC which will be introduced in the
next section. First, both the schemes proposed in [17,18]
are distributed schemes, while RBEBPC is a centralized
solution. Second, no power control is used in the schemes
of [17,18], while RBEBPC uses the power control method
to deal with the interference.

Resource block exclusion-based power control
In RBEBPC, the goal is to improve the system through-
put by excluding the strong interference resource blocks
and by redistributing the system interference among small
cells. To conduct RBEBPC, some mutual interference cor-
related information, such as G and previous P, should
be exchanged among small cells. Considering the large
number of small cells and the backhaul ability of each
small cell, the centralized cooperation structure is adopted
to guarantee the efficiency of information exchange. The
macro cell, which covers all the small cells in the sys-
tem, acts as the centralized node to collect and forward all
the necessary information. The procedure of RBEBPC is
described in Algorithm 1.

In order to obtain G, in the initialization state, all
small cells transmit with equal power on all available
sub-channels (line 3 in Algorithm 1). Then, the macro
cell collects and forwards the necessary part of G to
the small cells (line 4 and line 5). After information col-
lection, small cells will conduct the cooperative power
control forK rounds. In each round, small cells first report
the used power levels to the macro cell (line 7). The
macro cell, based on the reported power level, plays the
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P=[0.5,0.5;0.5,0.5]
(R1,R2)=(3.5131,2.3980)

P=[ 0.5829,0.2652;0.4171,0.7348]
(R1,R2)=(3.8202,2.5583)
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(R1,R2)=(8.1607,6.4730)

P=[0.5007,0.4779;0.4993,0.5221]
(R1,R2)=(8.1658,6.4752)

Figure 3 System throughput of IWF.
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resource block exclusion game and calculates the inter-
ference constraint based on the resource block exclusion
results for each small cell (step 1). Then each small cell
solves a throughput maximization problem by following
the received constraint from the macro cell (step 2).

Algorithm 1: Resource block exclusion-based
power control.
1 begin
2 Basic information collection
3 Each small cell transmits with

p =[ P0
L , P0

L , . . . , P0
L ]T ∈ R

L×1;
4 The i-th (∀i ∈ N ) small cell collects and

forwards G·
i· to the macro cell;

5 The macro cell delivers G··j to the j-th (∀j ∈ N )

small cell;
6 Cooperation based power control

for k = 1, k ≤ K , k + + do
7 Small cells report last transmission power

levels to the macro cell;
8 Step 1- Resource block exclusion and

interference calculation. The macro cell
determines the excluded resource blocks
and calculates interference constraint for
each small cell;

9 Step 2 - Power optimization. Each small
cell solves a modified throughput
maximization problem to determine the
transmission power.

The necessary signaling overhead among the small cells,
the serving UEs, and the macro cell in RBEBPC scheme
can be estimated as follows. In the Basic information col-
lection phase, if the quantification of a sub-channel gain of
a certain small cell needs α bits, each UE should feedback
αNL bits to the access small cell to indicate the interfer-
ing channel gain on all the sub-channels. Then, each small
cell forwards the αNL bits to the macro cell via the back-
haul link. Each small cell receives αNL bits information
to indicate the channel gains correlated to the interfering
UEs in the system. In the Cooperation based power control
phase, each small cell forwards βL bits to indicate the pre-
vious power level in step 1, where β is the necessary bits to
quantify the power level on a sub-channel. Each small cell
receives NL bits that indicate the resource block exclusion
results and receives γ (L+1) bits that indicate the suffered
interference on each sub-channel and the generated total
interference, where γ is the necessary bits to quantify the
interference level on a sub-channel. So in Algorithm 1, the
signaling overhead between a UE and the serving small
cell is αNL bits. The signaling overhead between a small

cell and the macro cell is 2αNL + K(βL+NL + γ (L + 1))

bits. As for the typical wireless channel, the time scale for
change of path amplitude is several hundreds of millisec-
ond [19]. In long-term evolution (LTE), the transmission
time interval is 1 ms, which is much smaller than the time
of path amplitude change. So in the extreme case, the
backhaul link between the small cell and the macro cell
should satisfy the data rate max{αNL, βL,NL + γ (L + 1)}
kbps. For the typical configuration α = β = γ = 64,
N = 10, L = 50, the backhaul link data rate should sat-
isfy 0.032 Gbps. If the backhaul links are implemented
by using the standardized passive optical network (PON)
[20] systems whose downstream is about 2.5 Gbps, the
signaling overhead of RBEBPC is acceptable in practice.

In the following subsections, the resource block exclu-
sion, interference calculation, and power optimization in
RBEBPC are described in detail.

Resource block exclusion
Given the system power allocation result P and system
channel gain matrix G, a binary matrix A ∈ {0, 1}L×N is
defined to map the available sub-channels in the system:

[A]lj =
{

1, if [P]lj > 0,
0, if [P]lj ≤ 0. (10)

For the j-th small cell, the l-th sub-channel is available
if and only if [A]lj = 1. Otherwise, [A]lj = 0 and the j-th
small cell does not use the l-th sub-channel.

In Figure 2, the total available system resource blocks
can be partitioned into C = {N1,N2, . . . ,NL}, where |C| =
L and Nl ⊆ N denotes the set of small cells for which the
l-th sub-channel is available (i.e., Nl = {j ∈ N |[A]lj = 1}).
Given a sub-channel, the allocated power is not transfer-
able, i.e., the power cannot be shared among small cells
in an arbitrary ratio. For the sub-channels with strong
interference, the system throughput will improve if some
small cells mute the sub-channels. In this subsection, we
resort to the coalition game to determine the sub-channels
that need to be muted. Note that the system interference
on the l-th sub-channel is only determined by the small
cells in Nl. Besides, the system interferences of different
sub-channels are independent once P is given. So in the
following analysis, we only consider the l-th sub-channel
and the correlated small cells in Nl.

Definition 1. Let N = {1, 2, . . . ,N} be a set of fixed
players called the grand coalition. Non-empty subsets of
N are called coalitions. A collection (in the grand coalition
N ) is any family D = {D1,D2, . . . ,Ds} of mutually disjoint
coalition, and s is called its size. If additionally

s∪
t=1

Dt = N ,
the collection D is called a partition of N .

Based on Definition 1, the throughput of a coalition E ⊆
Nl is as follows:
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R(E) =
∑
j∈E

W
L

log2

(
1 + pljG

l
jj

σ 2 + Ilj

)
. (11)

If the small cells in the coalition E mute in a coopera-
tive manner and only one small cell in E transmits, the
achievable throughput is as follows:

R̃(E) = max
j∈E

W
L

log2

⎛
⎜⎝1 + pljG

l
jj

σ 2 + ∑
i∈Nl\E

pliG
l
ji

⎞
⎟⎠ . (12)

The formulated coalition game of the l-th sub-channel
is denoted by Gl = (Nl, v), where Nl is the set of players
and v : η(Nl) �→ R is the payoff function of the coalitions
[21]. The payoff function should take the interference and
system throughput into consideration. A suitable payoff
function for coalition E (∀E ∈ η(Nl)) is as follows:

v(E) =
{
R̃(E), if R(E) < R̃(E),
0, if R(E) ≥ R̃(E). (13)

Note that for ∅, we have v(∅) = 0. Based on Equation 13,
the establishment of coalition E (|E | ≥ 2) has two effects.
The first effect is the reduction of transmission resource
blocks for small cells in E . Before the formulation of E ,
small cells in E can have at most |E | transmission resource
blocks (i.e., each small cell owns a transmission resource
block) and at least two transmission resource blocks (i.e.,
E is established based on two existing coalitions). How-
ever, when E is formulated, small cells in E only have
one transmission resource block. The second effect is
the reduction of interference of the remaining transmis-
sion resource block. Since the small cells in E mute in a
cooperative manner, the interference of small cells in E is
canceled.

Some properties of Gl are summarized as follows.

Definition 2. The form of a coalition game (N , v) is the
characteristic form, if and only if the value of a coalition
E ∈ η(N ) solely depends on the players in E and is in
independent with how the players in N \E are structured.

Property 1. The form of game Gl is the characteristic
form.

Proof. This property directly follows by the definition of
payoff function (Equation 13).

From Property 1, we can see that the value of the for-
mulated payoff function is only sensitive to the players in
the given coalition. In small cell networks, small cells are
coupled with each other via the effect of interference. In
(Equation 13), the effect of small cells beyond the given
coalition is treated as a whole and is independent with
their partition structure. By using Equation 13, we can
obtain the value of a coalition once the coalition is given.

Given a partition P = {P1,P2, . . . ,Ps} of Nl, we can
find a unique vector v =[ v(P1), v(P2), . . . , v(Ps)]T ∈ R

s×1

to represent the value of each coalition in P . Besides,
since the coalition value of Gl is the maximum achievable
throughput by a single member small cell, game Gl has
a transferable utility, i.e., the achievable throughput can
be arbitrarily portioned among the small cells of a coali-
tion (for example, via the proper choice of coding strategy
[18]).

Definition 3. A transferable utility coalition game is
supperadditive if and only if ∀E1 ⊆ Nl, E2 ⊆ Nl and
E1 ∩ E2 = ∅:

v(E1 ∪ E2) ≥ v(E1) + v(E2). (14)

For the transferable utility coalition game with supper-
additivity, establishing a bigger coalition is always benefi-
cial.

Property 2. Due to the implied tradeoff between inter-
ference and throughput in (Equation 13), the formulated
game Gl is not supperadditive and the grand coalition is
not always formed; thus, disjoint independent coalitions
will form in the network.

The proof of Property 2 can be found in the Appendix.
The payoff function (Equation 13) shows that in the for-
mulated coalition, only one player transmits and the rest
in the coalition keep silent. Once a coalition is formu-
lated, the available number of resource blocks reduces
but the quality of the remaining resource block improves.
Due to the random deployment of small cell and the fluc-
tuation of the wireless channel quality, small cells may
not be prone to form the grand coalition. In small-scale
area where strong interference exists, small cells form a
coalition with a higher possibility since the payoff of the
coalition is probably higher if the interference is removed.
The main obstacle of the grand coalition construction lies
in (Equation 13) because the reduction of the available
resource blocks is the cost of coalition construction. In
practice, the construction of grand coalition needs harsh
conditions. In the case that the interferences among small
cells are so strong that if more than one small cell share
the sub-channel the total throughput of the sub-channel
reduces, the grand coalition will form.

Definition 4. A comparison relation � is defined for
two collections D = {D1,D2, . . . ,Ds} and F =
{F1,F2, . . . ,Fw} that satisfy

s∪
m=1

Dm = w∪
n=1

Fn = H ⊆
N . Thus, D � F means that the way D partitions H is
preferred to the way F partitions H.

Definition 5. For collection D and F defined in
Definition 4:
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D � F ⇐⇒
s∑

m=1
v(Dm) >

w∑
n=1

v(Fn). (15)

Definitions 4 and 5 provide a preference among par-
titions. Definition 5 indicates that ‘social welfare’ (the
total throughput) is considered as the baseline. So the
defined preference is coordinate with the target of sys-
tem throughput improvement. We can use the exhaustive
search method to obtain the maximum throughput parti-
tion structure of Gl, in which a rather large search space
should be considered. For the player set Nl, the number
of possible partition, which is given by a value known as
Bell number, grows sharply with the number of players in
Nl. For example, the Bell number of Nl is 115,975 when
|Nl| = 10 . However, by following some simple rules, we
can obtain a stable practical partition structure of Gl.

For any two collections D = {D1,D2, . . . ,Ds}, F =
{F1,F2, . . . ,Fw} and the grand coalition N that satisfy
(

s∪
m=1

Dm) ∪ (
w∪

n=1
Fn) = N and (

s∪
m=1

Dm) ∩ (
w∪

n=1
Fn) =

∅, we define two operation rules to construct the stable
partition structure.

Definition 6. Merge rule: If { s∪
m=1

Dm} ∪ F � D ∪ F ,

merge D into { s∪
m=1

Dm}:

Merge(D ∪ F) =⎧⎪⎨
⎪⎩

{ s∪
m=1

Dm} ∪ F , if { s∪
m=1

Dm} ∪ F � D ∪ F ,

D ∪ F , if D ∪ F � { s∪
m=1

Dm} ∪ F .

(16)

Definition 7. Split rule: If D ∪F � { s∪
m=1

Dm} ∪F , split

{ s∪
m=1

Dm} into D:

Split({ s∪
m=1

Dm} ∪ F) =⎧⎪⎨
⎪⎩

{ s∪
m=1

Dm} ∪ F , if { s∪
m=1

Dm} ∪ F � D ∪ F ,

D ∪ F , if D ∪ F � { s∪
m=1

Dm} ∪ F .

(17)

Note that the above operation rules of Definitions 6 and
7 use � ‘locally’, by focusing on the coalitions that take
part and result from the merge operation and split opera-
tion. Algorithm 2 summarizes the procedure that uses the
merge-split rule to obtain the stable partition structure of
Gl. Due to Property 1, the conduction of the split rule in
Algorithm 2 can be transformed into the merge rule, if
the coalition remains to be splitted is treated as a smaller
grand coalition. The split operation is equivalent to the
merge operation in the smaller grand coalition as long as
we treat the effect of the players beyond the smaller grand
coalition as a whole.

It is difficult to directly describe the complexity
of Algorithm 2, because the termination condition of
Algorithm 2 depends on the specific state of the small
cell network. But we can estimate the complexity of
Algorithm 2 in some extreme cases. Since the split oper-
ation can be treated as a special kind of merge operation,
we only analyze the complexity of merge operation here.
In the worst case where no coalition with size bigger
than two is formed, the potential number of possible
coalitions that should be considered is ζ1 = 2|Nl| −
|Nl| − 1 =

|Nl|∑
k=2

(|Nl|
k

)
. While in the best case where the

grand coalition is formed, the potential number of possi-
ble coalitions that should be considered is ζ2 = |Nl| −
1. So for each merge or split operation, the number of
coalitions that should be considered is between ζ1 and
ζ2.
Definition 8. A partition P = {P1,P2, . . . ,Ps} of the

grand coalition N is Dc stable, if no players in N are inter-
ested in leaving P through any operation (not necessary
merge or split) to form a partition different with P . A par-
tition Q = {Q1,Q2, . . . ,Qw} of the grand coalition N
is Dhp stable if no coalition has the incentive to split or
merge.

Property 3. The partition structure of Gl obtained by
Algorithm 2 is Dhp stable. The existence of Dc stable par-
tition in game Gl is not always guaranteed. If the Dc stable
partition of Gl exists, the partition structure obtained by
Algorithm 2 is Dc stable.

Algorithm 2: Stable partition of Gl via the merge-
split rule.
1 begin
2 Initialization

Initialize the partition of Gl by
P = {{l1}, {l2}, . . . , {l|Nl|}}, where lq is the q-th
element of Nl;
Q = P ;

3 Coalition formation with merge-split rule
repeat

P = Q;
4 repeat

P=Merge(P);
until merge operation terminates;
Q = P ;

5 repeat
Q=Split(Q);

until split operation terminates;
until merge operation and split operation
terminate.
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The proof of Property 3 can be found in the Appendix.
Property 3 indicates that the final outcome of Algorithm
2 is stable. The outcome of Algorithm 2 can not be
improved by any merge or split operation. Generally
speaking, the optimal partition results can be found by
using the exhaustive method. But the number of possible
cases (the Bell number) that should be considered in the
exhaustive method is too huge to manage. The outcome of
Algorithm 2 may not be globally optimal but it is at least
stable.

Denote the outcome of Algorithm 2 by P∗ =
{P∗

1 ,P∗
2 , . . . ,P∗

x }. From Equation 13, we can find the set
of players U = {y1, y2, . . . , yx}, where yt ∈ P∗

t is the player
whose throughput on the sub-channel equals R̃(P∗

t ), if
other players in P∗

t mute in the sub-channel. So the
resource blocks with strong interference are marked by
modifying the available sub-channel mapping matrix:

[A]lj =
{

1, for j ∈ U ,
0, for j ∈ Nl\U . (18)

The resource blocks with strong interference are
excluded by setting zero value to the corresponding
elements in the available sub-channel mapping matrix.
Figure 4 shows a schematic diagram of resource block
exclusion. Part of the total system blocks are excluded
by playing the formulated games. A detailed example of
the resource exclusion procedure can be found in the
simulation part.

Interference calculation
After the resource block exclusion, the suffered interfer-
ence of the j-th UE on the l-th sub-channel is as follows:

Ĩ lj =
N∑

i=1,i �=j
pliG

l
ji[A]li . (19)

The interference power level on the excluded resource
block is not considered in Ĩj. The generated interference of
small cell j is defined as:

Īj =
L∑

l=1

M∑
i=1,i �=j

pljG
l
ij[A]li . (20)

The generated interference depends on three factors:
the previous allocated power vector, the interference
channel gain and the channel availability. If the sub-
channel is unavailable for some small cells, the inter-
ference to the small cell on this sub-channel has no
contribution to the generated interference. Based on the
system channel gain matrix G, previous system power
allocation results P and system current mapping matrix
A, the macro cell calculates the generated interfer-
ence vector Ī =[ Ī1, Ī2, . . . , ĪN ]T ∈ R

N×1 and the suf-
fered interference vector Ĩj =[ Ĩ1

j , Ĩ2
j , . . . , ĨLj ]T ∈ R

L×1

(∀j ∈ M) after the sub-channel exclusion operation.
The two interference correlated vectors are delivered to
the small cells to be used in the power optimization
procedure.

Power optimization
After obtaining the interference constraint Ī and avail-
able sub-channel mapping matrix A, each small cell will
optimize the transmission power on each available sub-
channel based on the last transmission power allocation
result P. Instead of solving P1, the j-th (∀j ∈ N ) small cell
will solve the following problem:

P2: max
∑
l∈Lj

W
L

log2(1 + pljG
l
jj

σ 2 + Ĩ lj
) (21)

s.t.
∑

i∈M\{j}

∑
l∈Lj

pljG
l
ij[A]li ≤ Īj, (22)

Sub-channel 1 Sub-channel 1 Sub-channel 1 Sub-channel 1

Sub-channel 2 Sub-channel 2 Sub-channel 2 Sub-channel 2

Sub-channel l Sub-channel l Sub-channel l Sub-channel l

Sub-channel L Sub-channel L Sub-channel L Sub-channel L

Small Cell

llecllamS2llecllamS1llecllamS j Small cell N

F
re

qu
en

cy

Figure 4 A schematic diagram of resource block exclusion. The grid resource blocks such as RB11 and RBl2 are excluded. From the small cell
dimension, each small cell may own more than one sub-channel. From the frequency dimension, each sub-channel can be occupied by more than
one small cell.
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∑
l∈Lj

plj ≤ P0, (23)

plj ≥ 0, ∀l ∈ Lj, (24)

where Lj is the set of available sub-channels for the j-th
small cell (i.e., Lj = {l ∈ L|[A]lj = 1}). The constraint
of (Equation 22) is used to redistribute the total generated
interference on all the available sub-channels. The formu-
lated P2 is a concave problem and the proof can be found
in the Appendix.

Since P2 is concave to the domain pj ∈ R
|Lj|×1,

we can use the interior point method [22] to solve
it. However, it is more convenient to solve the dual
problem of P2, if we take the problem structure into
consideration. First, due to concavity, the optimal solu-
tion to P2 is equivalent to the optimal solution to the
dual problem. Second, the number of variables in P2
is |Lj|. While in the dual problem, the number of vari-
ables reduces to two. Because constraints (Equation 24)
are treated as slack conditions, only (Equation 22) and
(Equation 23) are used when solving the dual problem.
Third, in some special cases, the close form solution to the
dual problem can be obtained, which greatly accelerates
the computation. The details of solving the dual problem
are represented as follows. The Lagrangian of P2 is as
follows:

L
(
λ, μ, θ , pj

) =
∑
l∈Lj

W
L

log2

(
1 + pljG

l
jj

σ 2 + Ĩ lj

)
+ λ

(
Īj−

∑
i∈M\{j}

∑
l∈Lj

pljG
l
ij[A]li ) + μ

⎛
⎝P0 −

∑
l∈Lj

plj

⎞
⎠+

∑
l∈Lj

θlplj

≡
∑
l∈Lj

[ z log2

(
blj + plj

)
+ alj] +λ

⎛
⎝Īj −∑

l∈Lj

cljp
l
j

⎞
⎠+

μ

⎛
⎝P0 −

∑
l∈Lj

plj

⎞
⎠+

∑
l∈Lj

θlplj ,

(25)

where z = W
L , alj = W

L log2

(
Gl
jj

σ 2+ĨLj

)
, blj = σ 2+Ĩlj

Gl
jj

, clj =∑
i∈M\{j}

Gl
ij[A]li. The first-order partial derivatives of plj is

as follows:
∂L(λ, μ, θ , pj)

∂plj
= z

ln 2
1

blj + plj
− λclj − μ + θl. (26)

Based on the KKT condition of P2, we can see that
θ is a slack variable vector that can be eliminated [22].

By solving ∂L(λ,μ,pj)
∂plj

= 0 and substituting the results to

Equation 25, we can obtain the dual problem of P2:

P3 : min g(λ, μ)

= min maxpj
L(λ, μ, pj)

= min
λ,μ

∑
l∈Lj

[
−z log2(λc

l
j + μ) + (λclj + μ)blj

]
+

λĪj + μP0 +
∑
l∈Lj

[
z log2(

z
ln 2

) + alj −
z

ln 2

]
(27)

s.t. λ ≥ 0, μ ≥ 0. (28)
It is easy to verify that P3 is a convex optimiza-

tion problem. By using the KKT conditions, constraints
(Equation 28) can be neglected, i.e., we can first solve
P3 without constraints (Equation 28) and then using
(Equation 28) to examine the correctness of the solu-
tion. So P3 can be efficiently solved by using the Newton
Method, which is a method suitable for the convex opti-
mization problem without constraints [22]. In some cases,
we can obtain the close form optimal solution (λ∗, μ∗) to
P3.

Case 1. λ = 0. If λ = 0, then g(λ, μ) degenerates into
g(0, μ). By solving ∂g(0,μ)

∂μ
= 0, we can obtain the optimal

μ:

μ∗ = z
ln 2

|Lj|
P0 + ∑

l∈Lj

blj
. (29)

Case 2. μ = 0. If μ = 0, then g(λ, μ) degenerates into
g(λ, 0). By solving ∂g(λ,0)

∂λ
= 0, we can obtain the optimal λ:

λ∗ = z
ln 2

|Lj|
Īj + ∑

l∈Lj

cljb
l
j
. (30)

When the optimal (λ∗, μ∗) is obtained, we can use
Equation 26 and solve ∂L(λ∗ ,μ∗ ,pj)

∂plj
= 0 to obtain the opti-

mal pl∗j . Due to the elimination of θ , we must verify the
correctness of the power results. If pl∗j ≥ 0 for all l ∈ Lj,
we can conclude that p∗

j is the solution to P2. If some
elements of p∗

j are negative, we must remove these sub-
channels with the minimum power and solve P3 again
until a solution pl∗j ≥ 0 for all l ∈ Lj is found.

The power optimization procedure is summarized in
Algorithm 3. It is difficult to analyze the complexity of
Algorithm 3 directly. But the number of iteration times of
the Newton Method of Algorithm 3 can be estimated in
some extreme cases. In the best cases where the optimal
value can be achieved by (Equation 29) or (Equation 30),
the iteration time of the Newton Method is one. In the
worst case where the optimal value is obtained without
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Figure 5 An example of the small cell network topology.

using these close form equations, the maximum number
of iterations is bounded by g(λ0,μ0)−g(λ∗,μ∗)

τ
+6 [22], where

λ0 and μ0 separately represent the initialized value of λ

and μ, respectively, and τ is the maximum reduction value
of function g(λ, μ) during the iterations.

Algorithm 3: Power optimization for the j-th small
cell.
1 begin
2 Initialization

λ = 1, μ = 1, use (Equation 26) to obtain pj;
if plj ≥ 0, ∀l ∈ Lj then

p∗
j = pj

else
3 while plj ≥ 0, ∀l ∈ Lj is not true do

solve P3 with Newton Method (NM)
without constraint (Equation 28);
if λ ≤ 0 in an iteration of NM then

λ∗ = 0 and solve (Equation 29) for
μ∗;

if μ ≤ 0 in an iteration of NM then
μ∗ = 0 and solve (Equation 30) for
λ∗;

solve (Equation 26) for plj
if plj ≥ 0, ∀l ∈ Lj is not true then

find lmin with minimum plmin
j ;

plmin∗
j = 0, Lj = Lj\{lmin};

else
pl∗j = plj , ∀l ∈ Lj;

Simulations and discussions
In this section, system throughput, power consumption,
and interference variation are tracked and analyzed during
the conduction of RBEBPC. Then, the average perfor-
mance of the RBEBPC is evaluated . Based on the sug-
gestion of [23], the deployment of small cells is based on
the concept of cluster. A small cell cluster consists of a
certain number of small cells that are randomly deployed
in a certain area. The interference among different small
cell clusters can be ignored because the total transmission
power of a small cell is small and the distance between
clusters is far. For simplicity, in our simulation, we use the
square as the area of cluster and focus on the performance
of single small cell cluster. The small cells are uniformly
distributed in the square with side length d meters. UEs
are uniformly distributed in the circles whose center is the
serving small cells and radius equals R meters. Figure 5
shows a distribution example of small cells and UEs with
parameters d = 120, N = M = 10. Besides, a minimum
distance r is set between the small cell and the served UE.

Table 1 Simulation parameters

Parameters Value

N 10

M 10

F2 (MHz) 1.25/5

L 6/25

d (m) 100 to 160

(R(m),r(m)) (15,10), (20,15), (25,20), (20,10)

System carrier frequency (GHz) 3.5

Noise power density (dBm/Hz) -174

P0 (dBm) 14/20

Path loss model Table A.2.1.1.2-3 in [23]
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Figure 6 Track of the system throughput after each iteration.

The simulation parameters are summarized in Table 1. As
a comparison, the performance of EPA and IWF is also
tracked.

Track of RBEBPC
In this subsection, the system performance of RBEBPC
based on the topology of Figure 5 is analyzed. For conve-
nience, the value of K in Algorithm 1 equals 10 and the
number of sub-channels is L = 6. The maximum power of
each small cell is 14 dBm. The distance pair (R, r) equals
(20, 10) and bandwidth F2 equals 1.25 M.

Figure 6 shows the system throughput variations of
EPA, IWF, and RBEBPC. The initial points of Figure 6
are the system throughput of EPA. RBEBPC outper-
forms IWF, and IWF outperforms EPA. IWF arrives
at the slight fluctuation state after the second iteration
and RBEBPC arrives at the stable state after the third
iteration.

The resource block exclusion results of the first round
and the second round are shown in Tables 2 and 3 sepa-
rately. After the second round (k ≥ 3), no merge or split
operation of the resource blocks happens. From the exclu-
sion results, we can see that the merge or split operation

Table 2 Resource exclusion results, k = 1
l P∗ U
1 {1}{2}{4}{5}{8}{9}{3, 6}{7, 10} {1, 2, 4, 5, 8, 9, 3, 10}
2 {2} {4} {5} {8} {1,9} {3,6} {7,10} {2,4,5,8,1,3,10}

3 {1} {2} {3} {4} {5} {9} {10} {6,7,8} {1,2,3,4,5,9,10,8}

4 {5} {7} {8} {10} {1,9} {2,4} {3,6} {5,7,8,10,1,4,6}

5 {4} {8} {9} {1,5} {3,6} {2} {7,10} {4,8,9,1,3,2,10}

6 {1} {4} {5} {8} {9} {10} {2,7} {3,6} {1,4,5,8,9,10,2,3}

happens frequently in the first or second iteration. So the
value of K in Algorithm 1 can be set as a small positive
integer. From Tables 2 and 3, we can see that coalitions
containing two or less players are frequently formed. No
grand coalition is formed.

Figure 7 shows the throughput difference between
RBEBPC and IWF after each iteration. On the one hand,
only small cell 6, small cell 7, and small cell 9 have nega-
tive throughput growth in RBEBPC compared to IWF. We
can see from Table 2 that in the first round, small cell 6
joints the coalitions that has more than two players on all
the available sub-channels. Only on sub-channel 4, small
cell 6 is the player with advantage, which means that in
the following iterations, small cell 6 only occupies the sub-
channel 4. Small cell 7 is in the same condition as the small
cell 6. Due to the interference constraint of Equation 22,
small cell 9, will not greedily allocate the power to the
sub-channel with the best channel gain. To see this, we
can refer to the final power allocation results of IWF and
RBEBPC in Tables 4 and 5 separately. From the topology
of Figure 5, we can see that the possible coalition player
of small cell 9 is small cell 1 and small cell 5. In the first
round of resource block exclusion (Table 2), small cell 9

Table 3 Resource exclusion results, k = 2
l P∗ U
1 {1}{2}{3}{4}{5}{8}{9}{10} {1, 2, 3, 4, 5, 8, 9, 10}
2 {1} {2} {3} {4} {5} {8} {10} {1,2,3,4,5,8,10}

3 {1} {2} {3} {4} {5} {8} {9} {10} {1,2,3,4,5,8,9,10}

4 {1} {4} {5} {6} {7} {8} {10} {1,4,5,6,7,8,10}

5 {1} {2} {3} {4} {8} {9} {10} {1,2,3,4,8,9,10}

6 {1} {3} {4} {5} {9} {10} {2,8} {1,3,4,5,9,10, 8}
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Figure 7 Track of throughput difference after each iteration.

abandons sub-channel 2 and sub-channel 4 compared to
IWF. So the abandon of sub-channel and the interference
constraint lead to the throughput reduction of small cell 9.
On the other hand, the rest seven small cells benefit from
RBEBPC compared to IWF.

Compare Table 4 to Table 5 and we can see that
RBEBPC is energy-saving, i.e., not all small cells trans-
mit with the total available power. The small cells can be
divided into three groups based on the two tables. The
first group (including small cells 2, 6, 7, and 9) consists
of the small cells whose total transmit power and avail-
able resource blocks vary greatly in RBEBPC compared
to IWF. The small cells belong to the first group follow
the constraint (Equation 22) and transmit without full
power. The second group (including small cell 3) consists
of the small cells that use all the available power but dif-
ferent resource blocks compared to IWF. Small cells in

the second group are influenced by the resource block
exclusion operation. The disadvantage resource blocks are
excluded. The third group (including small cell s1, 4, 5, 8,
and 10) consists of the small cells that only have different
power on all the sub-channels compared with IWF. In the
third group of small cells, the power allocation difference
among RBEBPC and IWF comes from the other small cells
because all the small cells in the system are influenced
by the interference. The power allocation variation of the
other two groups leads to the power allocation result of
the third group.

Figure 8 shows the system total interference under dif-
ferent iterations. The total system interference decreases
in both IWF and RBEBPC. At the stable state, RBEBPC
further reduces the interference by 56%. Compared to
Figure 6, the reduction of interference transforms into the
growth of system throughput.

Table 4 Power allocation results of IWF (Watt)

l = 1 l = 2 l = 3 l = 4 l = 5 l = 6 Total

SC1 0.0043 0.0041 0.0046 0.0045 0.0042 0.0034 0.0251

SC2 0.0025 0.0065 0.0077 0 0.0034 0.0050 0.0251

SC3 0.0044 0.0033 0.0046 0.0037 0.0047 0.0044 0.0251

SC4 0.0042 0.0040 0.0041 0.0043 0.0043 0.0042 0.0251

SC5 0.0049 0.0049 0.0049 0.0052 0 0.0052 0.0251

SC6 0.0041 0.0092 0.0094 0.0025 0 0 0.0251

SC7 0.0041 0.0131 0 0.0080 0 0 0.0251

SC8 0.0050 0.0003 0.0050 0.0050 0.0048 0.0050 0.0251

SC9 0.0039 0.0043 0.0047 0.0029 0.0049 0.0044 0.0251

SC10 0.0043 0.0036 0.0044 0.0043 0.0043 0.0044 0.0251
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Table 5 Power Allocation Results of RBEBPC (Watt)

l = 1 l = 2 l = 3 l = 4 l = 5 l = 6 Total

SC1 0.0041 0.0044 0.0043 0.0045 0.0041 0.0038 0.0251

SC2 0.0026 0.0046 0.0028 0 0.0124 0 0.0224

SC3 0.0055 0.0026 0.0056 0 0.0069 0.0046 0.0251

SC4 0.0042 0.0040 0.0041 0.0043 0.0042 0.0043 0.0251

SC5 0.0032 0.0046 0.0077 0.0052 0 0.0044 0.0251

SC6 0 0 0 0.0042 0 0 0.0042

SC7 0 0 0 0.0042 0 0 0.0042

SC8 0.0042 0.003 0.0045 0.0040 0.0040 0.0047 0.0251

SC9 0.0110 0 0.0062 0 0.0042 0.0021 0.02344

SC10 0.0042 0.0041 0.0042 0.0042 0.0041 0.0042 0.0251

Average performance of RBEBPC
In this subsection, we will provide the average perfor-
mance of RBEBPC. The used system parameters are P0 =
20 dBm, F2 = 5 MHz, L = 25. The proposed over-
lapping coalition formation (OCF) scheme in [18] is also
simulated as the comparison scheme. Note that when we
conduct the OCF, the power limitation of coalition forma-
tion is removed, i.e., all the small cells in the simulation
areas have the potentials to form coalition.

Figure 9 shows the average system throughput of differ-
ent values of K in Algorithm 2. The difference of average
throughput can be neglected when K is bigger than 2. So
in practice, the value of K can be set as a small positive
number such as 2 or 3.

Figure 10 shows the average system throughput under
different simulation areas. For each scheme, the aver-
age system throughput increases as the simulation area

becomes bigger. The proposed RBEBPC scheme outper-
forms IWF by about 15% in dense case (d = 100) and
by about 10% in sparse case (d = 160). IWF outper-
forms the OCF scheme. First, in OCF, the small cells are
cooperatively scheduled rather than greedily transmit to
achieve the maximum throughput. Second, no power con-
trol is used during the transmission in OCF. The gains of
RBEBPC, IWF, and OCF over the EPA become weaker as
d increases because the interference is not a key factor that
influence the system throughput in the sparse scenario.

Figure 11 shows the cumulative distribution function
(CDF) of the average system throughput. From the dis-
tribution, we can see that under these parameters, the
OCF scheme improves the system throughput of EPA by
about 30 Mbit, IWF improves the system throughput of
OCF by about 20 Mbit and RBEBPC improves the sys-
tem throughput of IWF by about 20 Mbit, which indicates
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Figure 9 Average system throughput of RBEBPC under different values of K , (R, r) = (20, 10), d = 100.

that RBEBPC is an effective method to improve the system
throughput.

Figure 12 shows the CDF of small cell throughput
growth in RBEBPC over the IWF scheme. About 36% of
small cell suffers the loss of throughput (point A). Half of
the throughput-decreasing small cells suffer a growth rate
of −24% (point B). In the rest throughput-increasing small
cells, half of them have a growth rate of 22% (point C). The
extreme small cells, whose growth rate is more than 100%
(point D), occupy about 5% of the total small cells. So the
benefit of small cells in RBEBPC is bigger than the loss of
the victim small cells.

Figure 13 shows the average system throughput of dif-
ferent link qualities. We consider three cases: the strong

link, the moderate link, and the weak link. The ele-
ments of the triples represents the growth rate of IWF,
OCF, and RBEBPC to the EPA separately. For all the
schemes, the average system throughput grows when
the link quality become stronger. The growth rates over
EPA scheme become bigger when the link quality is
weak because in this scenario, the interference has a
stronger effect on the system throughput and the mitiga-
tion of interference achieves more significant payback in
throughput.

Figure 14 shows the average system power consump-
tion of different simulation areas. The IWF/EPA scheme
will always use all the available power, while in RBEBPC,
not all power is used. Compared with IWF/EPA, about
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Figure 10 Average system throughput under different d, (R, r) = (20, 10), K = 10.
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13% power is saved in dense scenario (d = 100). In spare
deployment scenario, the small cells are prone to use more
power. If the deployment of small cells is sparse enough,
the interference among small cells will be neglected and
the constraint in Equation 22 can be ignored and RBEBPC
degenerates into IWF which will consume all the available
power.

Conclusions
This paper focuses on the system throughput improve-
ment via cooperative power control in OFDMA small
cell networks. Based on the system resource structure, a
cooperative power control scheme named as RBEBPC is

proposed. Two steps are iteratively conducted in RBEBPC.
First, the small cells play L independent coalition for-
mation games to cooperatively determine the exclusion
of resource blocks. Interference constraints are calcu-
lated based on the exclusion results for each small cell.
Second, each small cell solves a modified throughput max-
imization problem to determine the power level on each
sub-channel. By following the interference constraints, the
system total interference is non-increasing and part of the
small cells transmit without full power. Simulation results
show that both system throughput and energy consump-
tion are improved in RBEBPC compared to the traditional
IWF scheme. However, the conduction of RBEBPC relies
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on the backhaul link ability between the small cell and
the macro cell. The performance improvement is based
on the performance sacrifice of partial small cells, which
may lead to the unfairness of the network. Both signal-
ing overhead optimization and small cell fairness will be
considered in our future study.

Appendix
Proof of Property 2
Proof. Consider two coalitions, E1 ⊆ Nl, E2 ⊆ Nl and

E1∩E2 = ∅, which satisfy a) slightly interference with each
other such that R̃(E1 ∪ E2) ≤ R(E1 ∪ E2) = R(E1) + R(E2)
and b) strong interference within each coalition such that
R̃(E1) > R(E1) and R̃(E2) > R(E2). In this case, v(E1 ∪

E2) = 0 < R̃(E1) + R̃(E2) = v(E1) + v(E2), which means
game Gl is not supperadditive.

Proof of Property 3
Proof. The Dhp stability of partition structure obtained

by Algorithm 2 follows by the termination condition of
Algorithm 2. The necessary and sufficient conditions for
Dc stability of a partition can be found in [24]. Since the
partition structure of Gl is based on location and wireless
channel state which are all random variables, these condi-
tions are not always satisfied. But if Dc stable partition of
Gl exists, the merge-split rule converges to this partition
because the optimal Dc stable partition is the unique out-
come of any arbitrary merge-split rule operation [24].
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Concavity Proof of P2
Proof. The domain of P2 is non-empty because at least

the solution [ 0, 0, . . . , 0]T ∈ R
|Lj|×1 satisfies all the con-

straints of P2. Since all the constraints of P2 are linear, the
domain formed by these constraints is a convex set. The
Hessian of the target function is as follows:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δ1
j

δ2
j

. . .
δlj

. . .
δ
|Lj|
j

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ R
|Lj|×|Lj|, (31)

where δlj = W
L ln 2

−1

(plj+
σ2+Ĩlj
Gljj

)2
, ∀l ∈ Lj. Note that when

we calculate the Hessian, the interference on each sub-
channel is processed as a constant. Since the Hessian of
the target function of P2 is a diagonal matrix and each ele-
ment in the diagonal is negative, the Hessian is negative
semidefinite. Based on the second order conditions [22],
we conclude that the target function of P2 is a concave
function. So P2 is a concave optimization problem.
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