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Abstract

In this paper, we study a system consisting of a single source, a single destination, and multiple layers of parallel relays.
The system is considered as a combination of broadcast channels, multiple input multiple output (MIMO) X channels,
and multiple-access channels. Interference alignment (IA) is used throughout the whole system, and perfect channel

state information (CSI) is assumed available at all the transmitters and receivers. Iterative algorithms are applied to find

the proper transmit and receive matrices in the broadcast channels and multiple-access channels. For the MIMO X
channels, based on IA technique, we design the transmit and receive beamforming matrices. Finally, in order to
maximize the total transmission rate of the whole system, we optimize the power allocation of each transmitter.
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1 Introduction

In recent years, due to the rapid increase of mobile data
traffic and the demand for ubiquitous connectivity, wire-
less communication has become a hot research area. Two
key problems in this area are how to increase the trans-
mission rate and how to deal with the large path loss of
long distance transmission.

Great attention has been put on relay networks for long
distance transmission. In a relay network, a number of
nodes are assigned to help the source to forward signals
to the destination, in order to provide reliable long dis-
tance transmission [1, 2]. Different kinds of relay networks
have been studied. A single-input-single-output network
is studied in [3]. In [4, 5], the authors mentioned two mod-
els of single-layer relay networks, including single-antenna
relays and multi-antenna relays. In [6], a multi-layer relay
network was proposed, in which there is a single antenna
at each relay. Motivated by these studies, we use relay net-
works to solve the path loss problem in the long distance
transmission.

In our work, we consider a network with multiple layers
of relays, a single source, and a single destination. In order
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to increase the overall transmission rate, we assume that in
each layer, there are multiple relays (we denote the num-
ber of relays can be used in layer # as K},). We assume that
the relays in this network are operated in the half-duplex
mode and equipped with multiple antennas.

Although applying multiple relays in each layer can
improve the performance, the improvement is signifi-
cantly limited by interference signals. However, since each
node are equipped with multiple antennas, we can apply
interference alignment (IA) ([7-9]), which is an efficient
approach to degrade the effect of interferences. IA is a
method to align interferences to a certain space, so that
they can be distinguished from the desired signal. IA is
considered in different kinds of networks to maximize
interference-free dimensions remaining for the desired
signal. In [10, 11], IA is used to analyze the commu-
nication over multiple-input-multiple-output (MIMO) X
channel. Suh et al. and Ntranos et al. studied IA in cellular
networks [12, 13].

Through providing additional dimension of space for
transmitting signals, multi-antenna systems are believed
to be an efficient method to substantially increase
the overall throughput of wireless communication
[14, 15]. MIMO systems have much higher capacity than
single-input-single-output (SISO) systems. Foschini and
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Gans and Zheng and TSe [16, 17] stated that the mul-
tiplexing gain (MG) of point-to-point MIMO systems
with M transmit antennas and N receive antennas is
min{M, N}. MIMO broadcast channel was studied in
[18]. In [19], for a two-user MIMO Gaussian interfer-
ence channel with M; and M; antennas at transmitters
1 and 2, respectively, and N; and N antennas at the
corresponding receivers, the degrees of freedom (DoF)
is min{M;y + My, N1 + Ny, max{Mi, No}, max{M,, N1}},
with perfect channel knowledge at all transmitters and
receivers. In our work, we employ multiple antennas at
each relay with interference alignment to increase the
DoF, and hence to increase the data rate of our system.

In our previous work [20], we consider a two-layer relay
network, where there are equal number of relays in each
layer. The communication channel between the two layer
of relays is MIMO interference channel, in which each
first layer relay selects one distinct second layer relay to
transmit signals. In this paper, we extend it to a more
general case, in which there are multiple layers of relays
and the numbers of relays in each layer can be different.
In this case, the distinct selection will require the equal-
ization of the number of relays selected in each layer.
As a result, the number of relays used in each layer is
min{Kj, K, . . .}, assuming K, relays are available in layer
n. In this way, the overall throughput of the system will be
reduced due to the under-utilization of the relays in some
layers. Moreover, the selection process requires exhaus-
tive search, which leads to a high complexity. To deal with
this problem, in this work, we consider the transmission
between the relays in different layers as MIMO X channel.

There have been lots of researches on the X channel,
which is a kind of network that each transmitter has a dis-
tinct signal for each receiver. Using the X channel may
reduce the complexity of exhaustive search and release the
constraint of equal relay numbers. The DoF of M x N
MIMO channel with a single antenna at each transmit-
ter and receiver has been shown to be upper bounded by
% in [21]. In [22, 23], a two-user MIMO X channel
was studied. In our work, we consider a K1 x K, MIMO X
channel with M antennas at each node. This is a commu-
nication channel with Kj transmitters and K, receivers,
where each transmitter has a distinct signal to each of
the K, receivers. In this way, we can take full use of all
the available relays in each layer and increase the overall
throughput.

The main results of the paper are as follows.

1. We consider a system with multiple layers of relays,
and each of the relays has multiple antennas. We
apply the iterative algorithms to find the proper
transmit and receive matrices in the broadcast
channels and multiple-access channels under the
condition of TA.
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2. For the K, x K,;+1 MIMO X channel, we propose a
construction of an interference alignment scheme.

3. We evaluate the system with a layer level power
constraint and optimize the power allocation of all
nodes.

4. We compare the performance of our system with
two benchmark systems: (i) a benchmark system
with interference channel as shown in our previous
work [20] and (ii) a benchmark system with a single
relay in each layer. The simulation results show that
the performance of the system in this paper is better
than the benchmark systems in terms of total
transmission rate.

The remainder of this paper is organized as follows.
Section 2 provides an overview of the system model. We
show the analysis of the model and the process of per-
fectly aligning the interferences of each part of the system
in Section3. In section4, the power allocation problem
is established and solved. Performance evaluation is in
Section5. Finally, Section6 concludes the paper.

Notations: All boldface letters indicate matrices (upper
case) or vectors (low case). A" denotes the conjugate
transpose of A, and A" is pseudo-inverse of A. The null
space of the matrix A is denoted by null(A). The sub-
space spanned by columns of A is represented by span(A).
The identity matrix is represented by I. The det(A) and
tr(A) are the determinant and trace of the matrix A,
respectively.

2 System model

We consider a wireless network that includes a single
source, N layers of parallel relays and a single destination.
There are K, relays available in layer n. It is assumed that
every relay in our system adopts the decode-and-forward
(DF) protocol and each node operates in the half-duplex
mode. We denote the source as layer 0 and the destina-
tion as layer (N + 1). It is assumed that the nodes in the
nth layer can only receive signals from the nodes in the
(n — 1)th layer and transmit signals to the nodes in the
(n + 1)th layer. There is no direct link from the (n — 1)th
layer nodes to the (n + 1)th layer nodes, since the dis-
tance between the (n — 1)th layer and the (n+ 1)th layer is
too long and there may be some obstacles between them.
We denote the source as S, destination as D, and the ith
relay in the nth layer (n € {1,2,...,N}) as R. Besides, we
assume that there are N + 1 time slots for the end-to-end
transmission. The system model is shown in Fig. 1.

In the first time slot, the source transmits to the first
layer relays using broadcasting protocol. In the nth (1 <
n < N+1) timesslot, the relays in the (n—1)th layer decode
and forward signals to the nth layer relays. We consider
a K;—1 x K, X channel in the transmission. Finally, the
Nth layer relays decode and forward the signals to the
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Fig. 1 A single-source single-destination multi-layer relay MIMO network. lllustration of a single-source single-destination multi-layer relay MIMO
network

destination using multiple-accessing, and the destination
could directly decode the signals. The schemes of IA and
zero-forcing are used to precode and decode the signals,
respectively.

We assume that there are K, relays available in layer #.
The communication channel between the nth layer relays
and the (n 4+ 1)th layer relays is a K, x K,+1 MIMO X
channel where each of the K}, transmitters sends a distinct
message to each of the K;,1; receivers. For the cases that
(i) Ky, = 1and K41 # 1, (ii) K;; # 1 and K41 = 1, and
(iii) K, = 1 and K41 = 1, the communication channel
between them is a broadcasting channel, multiple-access
channel and point-to-point channel, respectively.

We assume each relay is equipped with M antennas. Let
the number of antennas at the source and the destination
to be M, and My, respectively. We denote H; € CM*M; o
the channel matrix between the source to the jth relay in
the first layer. The channel matrix between the ith relay in
the N'th layer to the destination is denoted as H;;, where
H,; € CMa*M 1n the middle part of the system, we denote
the channel matrix between the ith relay in the nth layer to
the jth relay in the (z 4 1)th layer as H;} € CM*M Finally,
we assume that the entries of Hg, H;;, and H;; are i.i.d.
complex Gaussian random variables with zero-mean and
the total power constraint of each layer is P.

3 Analysis of interference alignment

We divide the analysis of the system into three parts. In
the first part, we consider K, x K,+1 MIMO X channels
(for the cases K, > 1 and K41 > 1). In the second part,
we consider the broadcast channels, which are (i) from the
source to the first layer relays, if K; > 1; (ii) from the nth
layer to the (n + 1)th layer, if K, = 1 and K41 > 1.In
the third part, we consider the multiple-access channels,
which are (i) from the Nth layer relays to the destination,
if Ky > 1; (ii) from the nth layer to the (n + 1)th layer,
if K, > 1and K41 = 1. For the point-to-point MIMO
channels (the case K;, = 1 and K,,4+; = 1), since there is

no interference signal to be aligned, we will not consider
the point-to-point MIMO channels in this section.

3.1 Kp x Kh+1 MIMO X channel
3.1.1 Interference alignment scheme
Now we consider the K, x K,+1 MIMO X channel
between layer » and layer n 4+ 1 as shown in Fig. 2. We
denote the ith relay in layer # as R} (i = 1,2,...,K}). If
K, or K, 11 equals one, the problem reduces to a broad-
casting or a multiple-accessing problem to be solved in
Sections 3.2 and 3.3 In this section, we focus on the case
that K, > 1and K;,1 > 1.

We assume the relay R is supposed to transmit mes-

sage x;; to the relay R;’H, where xj; € CTie*1 s a vector

with unit power of each component (i.e., E <xf]‘.x”ff ) =
ITsig). Tsig denotes the degree of freedom achieved by each
message.

We use \7{’ € CMxTsg to denote the transmit beam-
forming matrix, which is to map the Tz symbols in XZ'
to M antennas by the transmitter RY. \7; is a full rank
matrix with orthonormal columns. We rewrite the trans-
mit beamforming matrix as \7;’} =Q" VZ-, where the matrix
Q" e CM*T js also with orthonormal columns. The
matrix Q" is used to (i) confine the transmit signals from
each transmitter to a T-dimensional subspace; (ii) exploit
the null spaces of the channel matrices to achieve higher
multiplexing gain [10]. Thus, we call Q" as space con-
fining matrix. Since both \71’; and Q" are matrices with
Q'Vy,
Vi € CT*Tsig are also normalized and orthogonal with
each other. On the MIMO X channel, each transmitter
has a distinct message for each receiver, and there are
K141 receivers on this MIMO X channel. The signal vector

transmitted by transmitter R is thus:

orthonormal columns and \7; = the columns of

Kyt

AxNTU PN LN
> QP
j=1

Kn+1

n __ NP
= ViPixj=
j=1
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Fig. 2 A K, x Ky+1 MIMO X channel. lllustration of a K, x Kp+1 MIMO X channel

Kn+1

where PZ’ e CTsisxTsi s the transmission power matrix.

The received signal vector for receiver R;’H can be
expressed as:
Ky
1
Y/ = HE + 2 (1a)
i=1
Ky Ky Kup1
_ nAVINAPH N
=D _HQViPix+ 3 > (1b)
i=1 i=1 m=1,m#n
n nysn n n n
H; Q"3 Piy X, + 27 -

The vector z” is a unit variance, zero mean, complex
additive white Gaussian noise.

The first part of Eq. (1b) represents the desired sig-
nals from all K, relays (transmitters) in the nth layer. The
second part represents the interference signals which are
supposed to be sent to the relays (receivers) other than
R'"Vinthe (n+1)th layer. For each receiver R there are
K, desired signals and K}, (Kj,+1 — 1) interference signals.

In this subsection, we try to find how to select trans-
mit beamforming matrix {/Z for the fixed space confining
matrix Q”.

As shown in Fig. 3, the signals received by each receiver
can be classified into two categories: desired signals and
interference signals. The first part contains all the desired
signals and the second part contains K, interference
blocks, where each block includes all the interference
signals coming from the same transmitter. For receiver
R;’H, all the interference signals should be aligned into a
subspace distinct from the desired signals, such that the

interference signals can be completely canceled. There are
two steps to achieve this goal.

Step I: For each receiver, we first align the interfer-
ence signals coming from the same transmitter into a
T;u¢-dimensional subspace!. In other words, according to
Fig. 3, we need to align the interference signals in the same
block first.

Step II: By step 1, we have K}, Tint-dimensional interfer-
ence subspaces for each receiver, since there are K, blocks
in a row. In this step, we let these K, subspaces to lie in the
same Tjn¢-dimensional subspace. In other words, accord-
ing to Fig. 3, we align the aligned blocks in a row into the
same subspace. In this way, all the interference signals are
aligned into the same Tjn¢-dimensional subspace.

We know that HZQ”V?W, represents the subspace occu-
pied by the signal transmitted from the transmitter R} and
desired by receiver R”:"! but received by receiver R;’H. To

realize step I, for each receiver R;"H, we define a series of

new matrices WZ e TxTint for all i € {1,2,...,K,}, and
align all the interference signals coming from the trans-
mitter R} (i.e. H;jQ" Vi, Ym € {1,...,Ky 1}, m # j) into
the subspace H{]’Q”WZ. The matrix W is named as inter-
Sference confining matrix. The selection of matrices V},
should therefore satisfy the following conditions:

span(H;Q"V},,) C span(H;Q"W7), Vm

, (2)
e{l,2,...,Kys1}, m#j.

These conditions restrict the subspace occupied by

interference signals from the same transmitter R} for

receiver R;’H.
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Fig. 3 Interference alignment on the K, x K41 MIMO X channel. lllustration of the interference alignment scheme on the K, x K,+1 MIMO X channel

After step I, for each receiver, we have aligned all the
interference signals from the same transmitter into a Tin¢-
dimensional subspace. Since there are K;, transmitters on
a K, x K41 MIMO X channel, all the interference signals
for each receiver R;’H have been aligned into K, Tint-
dimensional subspaces, which are H{‘jQ”W{‘j, Hg‘jQ”WE‘j,

- Hi anW7<n J The second interference alignment step
is for each receiver RHI, we let the subspaces of inter-
ference signals from different transmitters lie in the same
Tint-dimensional subspace2. Hence, WZ should satisfy the
following equation:

g'].ani'j = ng" gj =...= H}’w 4 ;‘w’
Vie (L2 .., Kup1). 3)
From Eq. (2), we know
span(V},) C span(WZ«), Vm e {1,2,...Kyp1}, m #J.
(4)

Since Eq. (4) should be satisfied for all receivers R;‘H,
wherej € {1,...,K,+1}, we can find that:

span(Vj,,) C span(W3), Vj € {1,2,...,Kyt1},j # m.

This means, for fixed V;’m, there should be some matri-

n Tint x T, ffuinge
ces Ejj, . € Clim™Tsie satisfying:
n _ nyn  __ _ n n _ n
Vi = Witk = - = Wio 1 Eiom—1) = Wigns1)
n _ _ n n
Einiminy = -+ = Wik, Bii, -

(5)

foralli e {1,...,K,}.

We will use a 3 x 3 MIMO X channel as an example to
illustrate how the IA scheme works in Section 3.1.2.

Since our goal is to find the matrix V7; with fixed space
confining matrix Q" and generic channel matrices HZ. by
solving Eq. (3) and Eq. (5), we should guarantee that (i)
for any H}; and Q", the set of equations in (3) always have
feasible solutions WZ and (ii) for any series of interference
confining matrices W7, the set of equations in (5) always
have feasible solutions E;’mj.

By solving equations in (3) and (5), we can find that WZ

is the null space of A;‘(_ ) (i.e., A;‘(_ i)W;/l‘ = 0), where

[ - HQHYH[QHHHIQ" ]

o= (- (H?i—l)an)(Hz_l)jQ”)JIT)HZ{ n
_ n n " I
j(=0) (I - (H(l+1)}Q )(H(1+1)]Q ) )HL]Q

(I - (Hg Q) (H QHHHQ"

and E;‘mj (m #£ j) is the null space of B;‘(fmﬁ].) (i.e.,
B/ _ m,—j)E?mj = 0), where B} j is resulted by remov-

ing the mth and jth sub-matrices (i.e., (I — W{’ijqu)WZ
and (I — WZWZ’.T)WZ) from B?, and
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aI— W;flwgf)wg.

o (I- W;'zwg‘)wg.
i .

(I W

iKyy1

lKn+1 )W

Notice that in the previous notation, (-)¥ denotes the
pseudo-inverse.

For each receiver, there are K;, desired signals and M
antennas. The number of dimensions of the whole space
is therefore M. We can see the numbers of dimensions
occupied by all the desired signals and interference signals
are K, Tsig and Ty, respectively. To perfectly align all the
interference signals into a subspace, which is distinct from
the subspace occupied by the desired signals, the number
of dimensions of the whole space should be no less than
the number of dimensions occupied by all the desired sig-
nals and interference signals. Thus, we have the following
condition:

M = Tint + Ky Tsig’ (6)

The rank of A” e C&n—DMxT g legs than or

equal to (K, — 1)(M T) and the rank of Bl( —m—j) €

CEnt1=DTxTint ig |egs than or equal to (K,H_l —2)(T—Tint),
since the rank of (I — (H} Q”)(H Q”) YH, Q” and (I —
I’f)WZ" are less than or equal toM — T and T — Tint

respectively>. Wi € CTTine

and El"mj
B .. - correspondingly, the feasibility of equations in
(3) and (5) can be always guaranteed if the size of Q”

satisfies Eq. (6) and the following conditions:

As mentioned previously, W

e CTinxTsig gre in the null spaces of A( ; and

= Ky =DM = T) = Tint, (7)
Tint — (K1 — 2)(T — Tint) = Tsig~ (8)

In following analysis and simulation, we choose the
equality for Egs. (6), (7) and (8) to maximize the degree of
freedom.

Therefore, we can rewrite the received signal vector of
the relay R;’H in Eq. (1b) as:

Ky

Y;H_l ZH annPVl n (93)

n+1 I<n+1

Z Elm] 1mx1m + HZ’Q”WZ’ Z
m=1,m#j m=1,m#j
gm] 2mx2m (9b)

Ky+1
+...+ H;'(annW;l(nj Z E?{,qmjplrl(nmxlrl(nm + z;l’
m=1,m#j

(9¢)
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where the formula (9a) represents the desired signals from
all K, nth layer relays. The formulas in (9b) and (9c) repre-
sents the interference signals from each transmitter. From
(9b) and (9¢), we can find that the interference signals
from the same transmitter are aligned into the same Tijy;-
dimensional subspace, e.g., interference signals coming
from the ith transmitter R} are aligned into the subspace
H;‘Q"WZ..

We then substitute the set of equations in (3) into Eq. (9)
and we can rewrite Y/ as

Ky Ky+1
n+1 __ n npn n n n
Y/ =) HIQVIPG + HQ'WY | Y EL, P,
i=1 m=1,m#j
K1 Kyt1
n n Y n n
Z ES i PomXom + -+ Z ExmLimXi,m | T2 -
m=1,m#j m=1,m#j

(10)

The first part is the desired signals and the second
part represents the interference signals. By now, for each
receiver R”*1, all the interference signals are aligned into
the same Tjn¢-dimensional subspace HY Q”W

3.1.2 Example of the scheme: K, = K41 = 3

In this section, we will use a 3 x 3 MIMO X channel as
an example to illustrate how the IA scheme introduced in
Section 3.1.1 works.

In the scheme of IA, we only need to consider the
subspaces occupied by the received signals, as shown in
Fig. 4. For each receiver, it can receive nine signals, since
K, = K,+1 = 3. The formulas in black are the desired
signals. The formulas in the same block are the interfer-
ence signals transmitted from the same transmitter, e.g.,
for the first receiver R{‘H, the formulas in the red block
indicate the interference signals transmitted from the first
transmitter RY.

Recall the two steps of IA scheme introduced in
Section 3.1.1. Step I: for each receiver, we need to align the
interference signals in the same blocks into the subspaces
pointed by corresponding arrows in Fig. 4. For example,
for the first receiver Ri’“, we need to align the signals
in the red block into the subspace H}; Q"WY,, align the
signals in the blue block into the subspace Hj, Q"W
and align the signals in the yellow block into the sub-
space H5, Q"W?4,. This step is denoted as “(i)” in Fig. 4.
Step II: for each receiver, we let the interference subspaces
from the first step to lie in the same subspace, e.g., for the
first receiver R;'H, we have H, Q"W = H}, Q"W?, =
HE, Q"W3,. This step is denoted as “(ii)” in F1g 4,

To finish step I, from Fig. 4, we have:

span(V},,) C span(W ), Vi £ m, je{l1,2,3},
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Fig. 4 Example of IA scheme on the 3 x 3 MIMO X channel. lllustration of the two steps of IA scheme on the example of 3 x 3 MIMO X channel

which means there exist a series of matrices E;;,;; such that:

n _xw" E" I EN" n _ " pn
Vll - W12E112 - WIBEHB’ V21 - W22E212 -

WisEps Vi = WihEs ), = WisEs s, (11a)
12 = 1E 121=W 3E§’23’ 22 = Wy Ep =

23En3 Vi, = Wi Egy = Wi3ESys, (11b)
V13 = W11E131 = W12E132’ V23 = W21E331 =

WiEss, Viz = Wi Egyy = Wi)Ezs,. (11c)

For, we need to align the interference signals from dif-
ferent transmitters into the same subspace. Therefore, the
selection of WZ should satisfy the following conditions:

H};Q"W7; = H3; Q"Wy, = H3, Q"W7y,, (12a)
H,Q"W7, = H3,Q"W3, = H3,Q"W3,, (12b)
H;Q"W7; = Hp3Q"Wi5; = H33Q" (12¢)

We can finally find Wi, by solving equations in (12).
Then by solving equations in (11), we can get VZ. for all i
and j.

3.1.3 Theselection of space confining matrix: Q"
Different Q" in the previous subsection may lead to dif-
ferent results in terms of the transmission rate under a
certain power constraint. Here, we propose a method to
design Q" in this section.

The decoding matrix used to decode the signal from
the nth layer relay R to the (n + 1)th layer relay R;“H

is denoted by U} € CMxTsig, which is a full rank matrix.
Since UZ’- is the matrix used to decode signal transmitted

from transmitter R} to receiver R;'H, from Eq. (10) we
know that it should satisfy the conditions:

UHY, Q') =0, Ym # i,
UnHHn Qn

(13)
(14)

With perfect LA, the transmission rate of the K, x K41
MIMO X channel is represented as follows:

Kn Kn+1
Z Z lOg(det([—l—UnHHnQnVnPnPnHVnHQnHHZ.HUZ )
i=1 j=1

(15)

We assume that the power is equally allocated in each
layer. Then, the optimization problem corresponding to
the space confining matrix Q” can be formulated as fol-
lows:

K, Ky
max > ilog det(1 + U HIQ" ViV QT HUY)),

i=1 j=1

Hj Q"W = H[;Q"WY;, Vi € (2,...,K,};

jell,..., Ky}

span(V )Cspan(W ), Ym#£j; mjell,..., K1}
st.diefl,... Ky,

U”HH” JQ Vi =0, Vm # i mie(l,... K}

jefl, :1<n+1}

U”HH QW =0,Vie(l,.. K} jell,... Kyl

(16)

Due to the non-convexity of the problem (16), we pro-
pose sub-optimal solutions. We apply genetic algorithms
[24] to find a sub-optimal Q”, which provides good per-
formance as shown in our simulation results.

We designed Algorithm 1 (on page 17) to solve our
problem. In this algorithm, there are five steps: Initializa-
tion, Selection, Crossover, Mutation, and Termination.

e [nitialization: we randomly generate a group of
(M — T) x M matrices as samples, the size of the
group is G (G is an odd number). We denote each
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sample as Fg, where g € {1,2,...,G}. For each
g€{1,2,...,G}, we get Q; as the orthonormal basis
for the null space of Fy. Therefore, the size of Qj is
MxT.
® Selection: we use this group of Qj to get the fitness
value, which is the objective function in optimization
problem (16):
Ky Knt1
FT@) =) Y log (det( + UnHHnanﬂvyHQnHHnHUn»
i=1 j=1
(17)

and select (G — 1) samples by applying Roulette
Wheel Selection and denote them as

Sz,& € {1,2,...,G—1}. In this way, the one that leads
to a larger fitness value is more likely to be selected.
In the last step of this part, we select the Fy that leads
to the largest fitness value and denote it as S¢,.

e Crossover: since G is an odd number, for
g€{1,2,...,G— 1}, we divide S} into 5 pairs. In
each pair, we randomly swap some parts of them. For
S¢, we keep it unchanged.

e Mutation: for each g € {1,2,...,G — 1}, we randomly
change part of Sg. For S, we keep it unchanged. Let
Fg = Sg, forallg € {1,2,...,G}.

e Termination: we repeatedly run the algorithm until a
fixed number of generations o is reached.

In Selection, we generate S’ with the largest fitness
value and keep it unchanged in Crossover and Mutation.
We do this in order to guarantee that in each generation,
the largest fitness value will not decrease.

Finally, we get the space confining matrix Q” as the
orthonormal basis for the null space of the F{, and hence
can get VZ. by solving Egs. (3) and (5) and UZ- by solving
Egs. (13) and (14).

Recall that our goal is to maximize the data rate of
the K,, x K,+1 MIMO X channel, which is written as
Eq. (15). To maximize it, Uf} and Vg should be multiplied
by the matrix whose columns are left singular vectors and
the matrix whose columns are right singular vectors of
U;}H HZQ”V;}, respectively.

3.2 Broadcast channel

For the 1 x K broadcast channel, the channel gain from
the transmitter to the jth receiver is denoted as Hy;. Hy; is
an M x M; matrix, where M and M; are the numbers of
antennas at each receiver and the transmitter, respectively.
Uy, is the decoding matrix at receiver j with rank T;g, and
Vy,; is the encoding matrix used to encode the signal xy;
from the transmitter to receiver j. The received signal of
receiver j is:

K
Yj =Hy Y VimPomXom + 2)

m=1
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Algorithm 1 Genetic algorithm to find proper space con-
fining matrix Q"

1: INITIALIZATION

2: Initialize an odd number G and for each g ¢

{1,2,..., G} randomly generate an (M —T) x M matrix
Fy. Set GENERATION = 0.
repeat

SELECTION

forg=1¢g<G;g+ +do
Qg’ = null([-'g).
Foralli € {1,2,...,K,}andj € {1,2,..., K41},
get WZ from Eq. (3), get VZ» from Eq. (5) and get
Uf]’. from Eq. (13) and Eq. (14).

8: Get Fitness Value FIT(g).

N ook W

. end for

10:  Get the Select Function:

RATE(0) =0,

g
FIT
RATE(g) = M €{1,2,...,G).
> ¢ FIT(m)

1: forgi =14 <(G—-1);4 ++ do
12: Randomly generate a real number ¢ €[ 0, 1).
13: forg, = 1,90 < G;go ++ do
14: if RATE(go — 1) <t < RATE(g,) then
15: Let Sg’l = F§’2.
16: end if
17: end for

18:  end for

19:  Find the Fy that gives the largest FIT(g). Let S =
Fg.

200  CROSSOVER

21:  We randomly divide {S{’, SY,...
G-1

St } into

5= pairs. For each pair, we randomly gen-
erate (M — T) numbers t; € ({1,2,...,M}
(f=1,...,M—T)and swap the entities at positions

{(17 tl)r (2’ tZ): B

22. MUTATION

23 forg=1¢g<G-1¢g++do

24: Randomly generate (M — T) numbers # €
{1,2,...,.M} (G = 1,...,M — T). Replace
the entities at positions {(1, 1), (2,2),..., (M —
T, ty—7)} of Sg with (M —T) randomly generated
Gaussian complex numbers with zero-mean.

25:  end for

26 Forallge{1,2,...,G}, letFy = S5.

27 GENERATION = GENERATION + 1.

28: until GENERATION = o.

(M — T,ty—1)} of them.

where Py, is the power allocation matrix.

Since there are M antennas at each receiver, zp; is an
M x 1 zero mean, unit variance, complex additive white
Gaussian noise vector. We use V;; and Uy, to denote the
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precoder and decoder. To perfectly align the interference,
the following condition of precoder should be satisfied:

span(Vy;) = null(Sy),

where Sy; is given by

H H H
Sy 2 [Ublel, . ;Ub(j,l)Hb(;—l);Ub(j+1)Hh(i+1);---iUkabk]

Let Vbj be the orthonormal basis for the null space of
Sp;. Then we have: V;; = Vb/Tb,», where Tj; denotes the
coordinate transformation under the basis Vbj. For each
receiver, to maximize the received signal UZHijbijj,
which is equivalent to UZHijbijijj, the decoder Uy,
and the coordinate transformation matrix Tj; should be

the left and right singular matrix of Hbj{/bj.

Then we can achieve the optimal solution by rewrit-
ing the iterative algorithm given in [25] as shown in
Algorithm 2.

The convergence of the algorithm has been proved in
[25].

The data rate received by the jth receiver of the broad-
casting part is

log(det(I 4+ U Hb]Vb]Pb]P V
log(det(l + Ab}PbIij bj))’

Ubj)) =
(18)

where Ay; is a diagonal matrix:
Her ©
Apj = Uijijbijj'

3.3 Multiple-access channel

Similar to the broadcast channel, for the K x 1 multiple-
access channel, the channel gain from the ith transmitter
to the receiver is denoted as H;,. H;,, is an M, x M
matrix, where M, and M are the numbers of antennas
at the receiver and each transmitter respectively. The ith
transmitter transmits x;,,, with the precoding matrix V;,,
and the power allocation matrix Pj,, to the receiver. Then,
the destination decodes the received signal Y,, by using
the decoding matrix Uj,,, where

K
Yy = ZHimvimPimxim~
i=1

Same as the broadcast channel, the following condition
should be satisfied to perfectly align the interference:

span(Uj,,) = null (Sgn) ,
where S;;,, is defined as follows:

Sim = [H1mV1m, oo Hi—ymVi—1m Harnm Vit 1ym
N HI_(mVI_(m] ‘
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Algorithm 2 Iterative interference alignment

1: Initialize Upi(0) (j € {1,2,...,K}) as arbitrary M x Ty
matrices, and let # = 0.

2: repeat _
32 forj=1;j<K;j++ do
4: Form the matrix Sy; as:

" (n+ DHp,

b(/ 1)(1’l+ I)Hb(] 1)
b(;+1)(”)Hb(/+1>

bK (n H, ¢

and obtain Vbj as the orthonormal basis for the
null space of Sy;. Calculate SVD of Hbj\?bj to get
the updated Up;(n + 1) and Ty;.

5. end for

66 n=n + 1.

7. until Z 1 1Upi(n+1) — Upi(n)|| < e.

Let Uj,, be the orthonormal basis for the null space of
Sgn. We have an equation as follows:

Uim = fjimRimy

where R;;;, denotes the span matrix of fJim. We can find
the optimal solution of Uj;,, and V;;, by using the previous
algorithm. The transmission rate of the ith transmitter of
this channel is

log (det (I + UL, Hiyy Vi Pin PV HIE U, ) ) =
log(det(I + AP P ATLY),
(19)

where the diagonal matrix Ajy,, is

Aim = RE UH H,,, Vi

4 Power allocation

In this section, we first find space confining matrix Q" by
using Algorithm 1 in Section 3.1.3 under the condition of
equal power allocation and then try to optimize the power
allocation without changing Q”.

We formulate the problem of power allocation for each
part of the system. As has been assumed before, the total
power constraint of each layer is P. We use /! to denote
the data rate from the nth layer relay RY to the (n 4+ 1)th
layer relay R;’H. If we assume the transmission rate of
transmitters in layer # or the receiving rate of receivers in
layer (n + 1) are either unequal, the optimization will be
extremely difficult. In our system, we equalize transmis-
sion rate of transmitters in layer » and equalize receiving
rate of receivers in layer (n 4+ 1) foralln € {1,2,...,N}. If
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there are K, relays in the nth layer and Kj,11 relays in the
(n + 1)th layer, where K, > 1 and Kj;4+1 > 1, then we have

K1 K1 Kyt

Z Jij = Z Jj == Z Tk (20)
1<,q 1<,q

Z h= Z h=...= Z iKypy1 (21)
i=1 i=1

According to the number of relays in each layer,
there are four kinds of channels in the whole system:
point-to-point MIMO channel, broadcast MIMO chan-
nel, multiple-access MIMO channel, and K,, x K41
MIMO X channel. In the following, we discuss them one
by one.

4.1 Point-to-point MIMO channel

In this subsection, we consider a point-to-point MIMO
channel with channel matrix H. The optimal decoding
matrix U and encoding matrix V should be the singular
value decomposition (SVD) of H. Then, the transmission
rate of this channel is

log(det(I + U"HVPP/ VI HU)),
where
tr(PP) < P.

Water-filling algorithm can be used to achieve the opti-
mal power allocation.

4.2 Broadcast and multiple-access MIMO channel

Since the optimization of power allocation in multiple-
access channel is similar to that in the broadcast channel,
in this section, we only talk about the optimization of the
1 x K broadcast MIMO channel.

For broadcast MIMO channel, we use the method
shown in Section 3.2 to select precoding matrices and
decoding matrices. The data rate received by the jth
receiver is

log(det(I + U Hb]Vb,Pb,P Ub])) (22)

where Pj; is the power allocation matrix for signals
desired by receiver j.

With the assumption of equal receiving rate of each
receiver in the same layer and the objective to maxi-
mize the transmission rate of this broadcast channel, the
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optimization problem can be formulated as follows
K
- H HyHgH
maximize Z log(det(I + UbjHijbijijijijjUbj))»
j=1
log(det(I + U Hy Vi, Py P VE HE UL )
= log(det(I + UL Hy Vi P P VILHI Uy )
subject to

= log(det(I + UL Hyg Vi P PR VIE HIL U 2),

I3
> tr(Ph,P‘;}’.) <P.
j=1
(23)

Since both UH Hb]V;,j and Py; are diagonal matrices, we
denote the (i, l)th entity of U’ H;,Vb, as ay;; and the (i, it

entity of Py; as py;;. The ob]ectlve function of Eq. (23) can
be rewritten as

K Tsig slg
2 2
Zlog l_[ <1 + abjipbji> Zlog l—[ Gyji | »
j=1 i=1
by letting:
Gpi =1+ aiﬁpiﬁ. (24)

Total power used in this channel is

K K Tsig K Tsig Gpii — 1
S u(ear) 33 =33 (%),
j=1

=1 i=1 =1 i=1 “bn
The optimization problem can be rewritten as follows

i( Tsig

maximize l_[ 1_[ Gypjis

j=1i=1

51g 51g 51g

1_[ Gp1i = 1_[ Gpoi = = l_[ GbKlr
K Tsig Gb _

Ji P,
>y (- )

j=1 i=1

subject to

(25)

which is a geometric programming problem. The geo-
metric programming problem can be transferred into a
convex problem [26], and the optimal solution can be
obtained by numerical method, e.g., the Matlab software
CVX [27].

4.3 K, x Kp+1 MIMO X channel

In this subsection, we consider K}, x K41 MIMO X chan-
nels, and use the same notations in Section 3.1. Recall
Eq. (15), we can find that both U”H H”Q"V” and P” are
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diagonal matrices. We use aj;,, to denote the entity at posi-

tion (m, m) of U”HH”Q”V” and use p to denote the
entity at position (m m) of matrlx P Then we have

Ji = log(det(I + U H; Q" PP Vi QT H T UY))

Tsig
= log 1_[ (l + al’}'mngm2>
m=1
Tsng
= log ]_[ Gl |

by letting
)
GZm =1 +al’1’m PZm .

Total power used in this channel is

K, Knt K, Kuy1 Tsig
H
Sy =33 Y b =
i=1 j=1 i=1 j=1 m=1
K, Kyt Tsig no_
>33 (%)
n 2 :
i=1 j=1 m=1 \ %ijm
From conditions (20) and (21), we have:
Ky+1 Tsig Ky+1 Tsig
IT11Gm=T111]6Gm YietLa. .. K,
j=1 m=1 j=1 m=1
K, Tsig K, Tsig
TTT1Gm=T11]6Ghw Yie2. .. K
i=1 m=1 i=1 m=1

The optimization problem can be formulated as follows

K, Kug1 Tsig

maximize 1_[ l_[ 1_[ Gum,

i=1 j=1 m=1
Ky Tsig Ky Tsig
[TT1Gs=11TIGmw Yie2. .. K
j=1 m=1 j=1 m=1
Ky Tsig K, Tsig
subject to ]_[ ]—[ Gl = l_[ ]_[ Ghw Vi€{L,2,..., K1),
i=1 m=1 i=1 m=1
K, Kyi1 Tsi n
fZg (G”m_ ) <P,
i=1 j=1 m=1 ym
(26)

which is also a geometric programming problem.

5 Performance evaluation

We divide this section into three parts. Firstly, we evaluate
the performance of Algorithm 1, which is a genetic algo-
rithm used to find proper space confining matrix Q" in the
IA scheme of MIMO X channel. Secondly, we show the
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comparison in performance and computational complex-
ity between MIMO X channel and MIMO interference
channel in Section 5.1. Thirdly, we evaluate the perfor-
mance of the whole system in terms of transmission rate
and compare our system with two benchmarks: multi-
ple layers of parallel relays system with only one relay in
each layer and the system built by replacing the MIMO X
channels in our proposed system with MIMO interference
channels.

In the simulation, we model the channels as indepen-
dent Rayleigh fading channels with unit average power
gains, i.e., modeling the entries of H; as independent and
identical (i.i.d.) complex Gaussian random variables with
zero mean.

5.1 Performance of Algorithm 1

For the K, x K;,+1 MIMO X channel, we use Algorithm 1
to select the space confining matrix Q”. We evaluate the
performance of Algorithm 1 with difference number of
generations o and different sizes of groups G.

Several MIMO X channels with different channel sizes
are studied. With fixed size of group G = 11, Fig. 5 shows
the transmission rates versus number of generations o.
Figure 6 shows the transmission rates versus group size
G with fixed number of generations o = 15. The trans-
mission power P used in both figures are 40 dB. From the
figures, we can see that (i) the transmission rate is increas-
ing with both the number of generations and the group
size and (ii) when the number of generations reaches 15 or
the group size reaches 11, there is no significant change in
the transmission rate. Therefore, in Sections 5.1 and 5.3,
we set the number of generations o as 15 and set the group
size G as 11.

110 :
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100} —O— 2x3 MIMO X channel||
i 3x4 MIMO X channel

4x5 MIMO X channel ||
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Fig. 5 Evaluation of Algorithm 1 with different number of generations
o. Results for evaluation of Algorithm 1 with different number of
generations o




Wei and Lok EURASIP Journal on Wireless Communications and Networking (2016) 2016:223

110

[ =1 :; —
100} —E6— 2x3 MIMO X channel|]
i 3x4 MIMO X channel
o 90} 4x5 MIMO X channel | |
3 —E— 5x6 MIMO X channel
[
o -
2 80 A A _A‘
o
£ 70 EAA 4
Q
T
id
c 60r
o
73
2
L -
N aay v
=4
o
Fo40p 1
30 1
20 i i i i
0 20 40 60 80 100

Group Size G

Fig. 6 Evaluation of Algorithm 1 with different sizes of groups G.
Results for evaluation of Algorithm 1 with different sizes of groups G

5.2 Comparison between MIMO X channel and MIMO
interference channel

In this subsection, we will first compare the performance
of the IA scheme for the K,, x K,;+1 MIMO X chan-
nel with that of the IA scheme presented in [28] for the
K, x K,+1 MIMO interference channels in our corre-
sponding conference paper [20]. Secondly, we analyze the
computational complexity of these two IA schemes in the
corresponding wireless channels.

5.2.1 Performance of MIMO X channel and MIMO
interference channel

The interference channel is a kind of channel with mul-
tiple transmitter-receiver pairs, where each transmitter
only wants to send message to its corresponding receiver.
For the benchmark of the K, x Kj,+1 MIMO interference
channel, we assume each transmitter selects one distinct
relay as its receiver. We compare the transmission rate of
the K, x K;,+1 MIMO interference channel with our K, x
K, +1 MIMO X channel. Since each transmitter selects
one distinct receiver on the MIMO interference channel,
in our simulation, we show two ways for the transmitters
to choose receivers: (i) for each transmitter, it randomly
select a distinct receiver and (ii) throughout all the pos-
sible selection combinations, we select the one that gives
the largest transmission rate of the channel. We call the
case “(i)” as interference channel without selection and the
case “(ii)” as interference channel with selection.

The overall transmission rate of the system is limited
by the bottleneck, which is the layer with the minimum
transmission rate. The system we investigate is a multiple-
layer-multiple-relay system, in reality, it is rarely possible
that the numbers of available relays in all layers are equal.
Comparing with our MIMO X channel, the shortcoming
of the MIMO interference channel is the transmission rate
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of adjacent layers with different numbers of transmission
relays and receiving relays. Since each transmitter should
select one distinct receiver for the MIMO interference
channel, there will be an under-utilization of relays in the
layer with more relays.

In Figs. 7 and 8, two MIMO channels with different
sizes, 2 x 3 and 3 x 4, are studied. From both the figures,
we can see that the transmission rate of the MIMO X
channel is around 40 % higher than the interference chan-
nel with relay selection and around 55 % higher than the
interference channel without relay selection.

5.2.2 Complexity analysis

On MIMO X channel, the computation of the IA scheme
mainly lies in the selection of space confining matrix Q”.
In the part of selection of Q”, we introduced a genetic
algorithm (i.e., Algorithm 1). For each Q” in Algorithm
1, we need to find its fitness value as defined in Eq. (17).
The complexity of finding the fitness value is dominated
by finding the matrices W’ and matrices E?, %, which are
the null space of A;‘(_ pand By ), respectively.

To find the complexity of getting Aj”(f 5 we firstly
need to find the complexity of calculating the matrix
(I — (HyQ"(H;;Q")")H;Q", which is a sub-matrix in
the matrix Aj”(_i). For an m X n matrix A, an n X p
matrix B and an m x m matrix C, the complexity of cal-
culating the multiplication of A and B is O(mnp) [29]
and the complexity of calculating the inverse of matrix
C is O(m®) [30]. Thus, the complexity of getting (I -
(H;; Q") (H,;Q" ") H;Q" is OGM?T +M?). Since T < M,
we can write O(5M?>T + M3) as O(M?3). The complexity
of calculating the matrix Af’(_ iy 1s therefore O(M>K,,). By
the same analysis, the complexity of calculating the matrix
Bf’(_ m—1) 1S O(M3K,+1). Hence, the complexity of getting

30 T T
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MIMO interference channel with selection

MIMO interference channel withoutselection

25
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i i i
30 35 40 45
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0 5 10 15 20 25
Fig. 7 Comparison between 2 x 3 MIMO X channel and 2 x 3
interference channel. Results for comparison between 2 x 3 MIMO X

channel and 2 x 3 interference channel
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Fig. 8 Comparison between 3 x 4 MIMO X channel and 3 x 4
interference channel. Results for comparison between 3 x 4 MIMO X
channel and 3 x 4 interference channel

matrices W/; foralli € {1,...K,} andj € {1,...Kyy1} is

O(M®K,,*Ky,+1) and the complexity of getting the matri-
ces Ejyp foralli € {1,...K,} and m € {1,...Ky41}
is (’)(M31<,,K,,+12). The complexity of finding the fitness
value is then O(max{Kn,I(,,+1}M31(,,I(,,+1). The number
of calculations of the fitness value is determined by the
number of generations multiplied by the size of group in
Algorithm 1. By setting size of the group to 11, from the
simulation results in Figs. 5 and 6, we can find that the
number of generations is a relatively small value, i.e., less
than 20.

For the K, x K,,+1 MIMO interference channel, a dis-
tributed algorithm is introduced to realize the interference
alignment. However, the complexity of the distributed
algorithm is unknown, since as the channel size increases,
the rate of convergence is still an open problem [28].

Nevertheless, we can compare the complexity of MIMO
X channel and MIMO interference channel through
numerical results (i.e., running time). Table 1 demon-
strates the comparison of the running time for the two
wireless channels.

From the table, we can find that the running time of
the MIMO X channel is almost in the same order of mag-
nitude with the running time of the MIMO interference
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channel without selection. However, the running time of
the MIMO interference channel with selection is much
larger, since the procedure of relay selection requires the
traversal of all the possible combinations to find the one
that gives the maximum transmission rate. On a Ky, x K, 41
MIMO interference channel, assuming K, < Kj,y1, there
are C Igzﬂ (i.e., selections of K, numbers of a set with Kj, 11
numbers where order is regarded) possible choices, which
leads to a multiple of (1<n—l+;+1)' to the running time of the
interference channel without selection.

5.3 Evaluation of the whole system

We evaluate the performance of our system in data rate
with two benchmark systems: (i) multiple layers of par-
allel relays system with only one relay in each layer and
(ii) the system built by replacing the MIMO X channels
in our proposed system with MIMO interference channls
and uses the IA algorithm presented in [28] to design
transceivers.

In Figs. 9 and 10, we plot the transmission rates versus
the transmission power of one layer. There are three lay-
ers of relays, and the numbers of relays in the layers are
3 — 2 — 3. The comparison between our system and sys-
tem “(i)’, where only one relay can be used in each layer, is
shown in Fig. 9. We can see that the transmission rate of
our system, which uses all available relays in each layer, is
around 40 % higher than that of system “(i)” The insight is,
by using multiple relays in each layer, we can increase the
DoF of the middle part of system, and hence increase the
transmission rate of the whole system.

In Fig. 10, we compare our system with system “(ii),
which is built by replacing the MIMO X channels in our
proposed system with MIMO interference channels. We
have shown the MIMO interference channel of system
“(ii)” in our corresponding conference paper [20], where
each first layer relay should select a distinct second layer
relay. In that system, there are two cases: interference
channel without selection and interference channel with
selection.

From Fig. 10, we can see that due to the inequality of the
relays in each layer, the transmission rate of our system
with MIMO X channels is 52 and 66 % higher than the sys-
tem with MIMO interference channels with and without
selection, respectively.

Table 1 Comparison in running time between the MIMO X channel and interference channel

Channel size 2x3 3 x4 4 x5 5x6
Channel type
X channel 4249 s 6.191s 10.766 s 19.937 s
With selection 24,086 s 3161 x 107 s 2479 x 10° s 2783 x 10%s
Interference channel
Without selection 40145 13.172s 19.658's 386555




Wei and Lok EURASIP Journal on Wireless Communications and Networking (2016) 2016:223

30 T T T T

Use all available relays in each layer
Select 1 relay per layer

251

20

Transmission Rate in bits per use
o

i i i i i i i i

5 10 15 20 25 30 35 40 45
Transmission Power in dB

Fig. 9 Comparison between our system and the system selecting one
relay in each layer. Results for comparison between our system and
the system selecting one relay in each layer

6 Conclusions

In this paper, we studied the relay network consisting
of multiple layers of relays with multiple antennas. We
divided the system into three parts, consisting of broad-
cast channels, multiple-access channels, and MIMO X
channels. For the broadcast and multiple-access chan-
nels, we optimized the precoder and decoder of each
transmitter and receiver under the condition of interfer-
ence alignment. For the MIMO X channels, we designed
transmit and receive beamforming matrices based on IA
technique. Furthermore, we generalized the power con-
straint from node level to layer level in system evaluation
and determined the power allocation of all nodes. Finally,
we evaluated the performance of our system and two

30 T T

MIMO X channel
MIMO interference channel with selection

MIMO interference channel withoutselection

25

20

PO

Transmission Rate in bits per use
o

i i i i i i i i

0 5 10 15 20 25 30 35 40 45
Transmission Power in dB

Fig. 10 Comparison between our system and the system with MIMO
interference channel. Results for comparison between our system
and the system with MIMO interference channel
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benchmark systems and showed that our system could
achieve around 40 % higher transmission rate.

Endnotes

In the following of this paper, we call it as a Tiy-
dimensional interference subspace.

2HZQ”\WZ is the subspace of interference signals from
transmitter R} received by receiver R;“H

3The conditions (K, — )M — T) < T and (K41 —
2)(T — Tint) < Tint should be satisfied to guarantee the

, since WZ and E”

imy are in the

: n n
existences of Wij and Ejmn

null space of A}f’(_ ) and Bl’,’(_ — respectively.
*According to Eq. (5), we can find that V!, = W/ E

iml®
In order to get V7 , we only need to calculate E

than E;;; forallj € {1,2,... Ky11}.

n

i rather
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