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Abstract

Continuous phase modulation (CPM) is a popular frequency modulation technique used in mobile communications
due to its power efficiency and constant modulus properties. Conventional narrowband CPM demodulation employs
the Viterbi algorithm after phase demodulation and requires that the phase states be rational and contain additive
white noise. The complexity of the Viterbi approach further increases with the number of phase states. Frequency
discrimination approaches that estimate the instantaneous frequency provide a simpler suboptimal approach but are
primarily for full response CPM and are not well known for wideband partial response CPM.
In this paper, we investigate an approach that combines multirate frequency transformations for wideband CPM
demodulation with decision feedback equalization for memory removal. This combined approach avoids the
problems of complexity and restrictive requirements of the Viterbi approach. Simulation results are used to
demonstrate the validity of the combined approach.

Keywords: AM-FM demodulation, Continuous phase modulation, Multirate frequency transformations, Energy
separation algorithm, Decision feedback equalization

1 Introduction
Continuous phase modulation (CPM) [1–3] is a popu-
lar form of frequency modulation employed in mobile
communications [4] and has desirable spectral efficiency
[5] and constant modulus properties that facilitate use
of class-C amplifiers. Gaussian Minimum Shift Keying
(GMSK), a specific form of CPM, is the main ingredient
in the Global System for Mobile communications (GSM)
[2, 3] used in GPS applications. Pragmatic CPM mod-
ulation schemes have recently been studied as capacity
attaining low-complexity alternatives to serially concate-
nated CPM [6].
The conventional demodulation technique used for nar-

rowband signals is phase demodulation [7] followed by
unwrapping and maximum likelihood sequence estima-
tion (MLSE) using the Viterbi algorithm [2, 3, 8]. This
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approach has a complexity that grows exponentially with
the number of phase states and restrictions on the modu-
lation index that needs to be the ratio of incommensurate
integers. Other frequency discrimination approaches [9]
rely upon instantaneous frequency (IF) estimation and
are not subject to the restrictions required by the Viterbi
but have not been investigated for wideband CPM with
memory.
In prior work [10, 11], it was shown that frequency

discrimination for full response CPM demodulation has
the same performance as that of binary phase-shift
keying (BPSK) detection in additive white Guassian
noise (AWGN). Further, in recent work [12], frequency
tracking-based wideband FM demodulation was extended
to large wideband to narrowband conversion factors using
multirate frequency transformations (MFT). Frequency
estimation-based approaches have the added advantage
that they are immune to phase distortions introduced
by the channel which would adversely affect the Viterbi
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approach. In addition, these approaches do not require
prior knowledge of the carrier frequency.
In this paper, we investigate the approach that combines

the MFT and energy separation algorithm (ESA) [13, 14]
with decision feedback equalization (DFE) to effectively
demodulate wideband CPM with memory. The wideband
CPM signal is first converted into narrowband via the
MFT and then demodulated by the ESA to obtain the
IF estimates. The DFE is eventually applied to equalize
the partial response channel generated from the IF esti-
mates in order to remove the CPM memory introduced
by partial response signaling. Simulation results are used
to verify the efficacy of the combined approach for both
wideband binary CPM and multilevel CPM.

2 Wideband CPM demodulation
2.1 AM-FM signal model
Monocomponent amplitude-modulation frequency-
modulation (AM-FM) signals are expressed in the form
of time-varying sinusoids by

s (t) = a(t) cos
(∫ t

−∞
ωi (τ ) dτ + θ1

)
, (1)

where the instantaneous amplitude (IA) is denoted by a(t)
and the instantaneous frequency (IF) is given by

ωi (t) = ωc + ωmqi(t). (2)

Note thatωc is the carrier (or mean) frequency, and qi(t)
is the normalized baseband-modulated signal.
Specific for sinusoidal FM, where a(t) remains a con-

stantA, and qi(t) becomes a sinusoid, the IF can be further
expressed as

ωi (t) = ωc + ωm cos(ωf t + θ2). (3)

Sinusoidal FM signals can be expressed via:

s (t) = A
+∞∑

n=−∞
Jn (β) cos (ωct + nωmt) , (4)

where Jn is the nth order cylindrical Bessel function of the
first kind. The modulation index of the sinusoidal FM is
defined as the ratio β = ωm/ωf and the associated Carson
bandwidth is given by

B = 2(β + 1)ωf . (5)

If β � 1, then it corresponds to the wideband FM
according to the literature of FM communication sys-
tems. In addition, the carrier-to-information-bandwidth
ratio (CR/IB) and the carrier-to-frequency-deviation ratio
(CR/FD) are defined respectively as:

CR
IB

= ωc
ωf

,
CR
FD

= ωc
ωm

. (6)

Wideband FM is a popular modulation technique for
satellite communications due to its ability to deal with

trans-ionospheric distortion. A particular form of digital
FM, multilevel Gaussian fequency-shift keying (FSK) has
been proposed as a solution for high bandwidth satellite
communications [15–17].

2.2 Continuous phase modulation
CPMcan be viewed as a specific form of FM. The standard
CPM model depends on its pulse shaping function p(t),
with duration length of symbol periods L and modulating
symbols, i.e, binary PAM symbols a[k]∈ {−1, 1}. The IF
signal takes the form [2, 3]:

ωi(t) = ωc + 2πh
∞∑

k=−∞
a[k] p(t − kTb), (7)

where ωc is the carrier frequency and h is the modula-
tion index of CPM. Note that in the Viterbi algorithm, the
modulation index must be rational, which is restricted to
be of the form:

h = m
p
, (8)

where m and p are relatively prime positive integers. The
deviation of the phase from the carrier phase is given by:

φdev(t; a) = 2πh
∞∑

k=−∞
a[k] q(t − kTb), (9)

where p(t) denotes the pulse shaping function, which is
usually normalized and defined in the interval [0, LTb],
and q(t) is the corresponding phase pulse shaping func-
tion defined by

q(t) =
∫ t

0
p(τ )dτ . (10)

In general, the following conditions are satisfied by the
choice of p(t):

p(t) = p(LTb − t), (11)

q(t) =
∫ t

0
p(τ )dτ = 1

2
, t ≥ LTb. (12)

If p(t) is a rectangular pulse, then this form of CPM is
referred to as (L-REC) CPM, and if p(t) is a raised cosine
pulse, then it is referred to as (L-RAC) CPM. The CPM
signal is then obtained via frequency modulation:

r(t) = A cos
(∫ t

−∞
ωi(τ )dτ + θ

)
. (13)

Usually, the modulation index of a wideband CPM sig-
nal is large such that the frequency deviation of its IF is
comparable to the carrier frequency.
Using a pulse shaping function of duration larger than

a symbol period (L > 1), i.e., partial response signal-
ing introduces memory into the modulation scheme, but
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results in significant increase of complexity for demod-
ulation and detection. The memory introduced by CPM
depends on the type of its pulse shaping function p(t) and
the corresponding duration length L. Since p(t) is defined
over the interval [0, LTb], for nTb < t ≤ (n + 1)Tb, Eq. 7
can be rewritten as

ωi(t) = ωc + 2πh
n∑

k=n−L+1
a[k] p(t − kTb). (14)

Given the carrier frequency and modulation index, the
information conveyed in the IF within the current sym-
bol period depends on the most recent L symbols and the
waveform of p(t).

2.3 Energy separation algorithm
The energy separation algorithm (ESA) as summarized
in [13, 14], based on the Teager-Kaiser energy operator
�[ x(t)]= ẋ2(t) − x(t)ẍ(t), is widely used for monocom-
ponent AM-FM demodulation, for example, to analyze
the oscillation of signals with time-varying amplitude and
frequency. The IA a(t) and the IF ωi(t) of an AM-FM sig-
nal x(t) can be estimated via the continuous ESA (CESA)
summarized by

�[ x(t)]√
�[ ẋ(t)]

≈ |a(t)|. (15)

√
�[ ẋ(t)]
�[ x(t)]

− ωc ≈ ωi(t), (16)

where we assume that the IA a(t) and the IF ωi(t) do
not vary too fast or too greatly in value compared to the
carrier frequency ωc.

2.4 Carrier frequency and amplitude estimation
The IF estimate of the MFT-ESA in the specific case of
CPM takes the form of:

ω̂i(t) = ωc + 2πh
∞∑

k=−∞
a[k] hf (t − kTb) + εω(t), (17)

where hf (t) corresponds to the pulse shaping function and
εw(t) corresponds to zero-mean IF noise, which unlike
the observation noise is not white. Assuming equiproba-
ble symbols and taking expectations on both sides yields:

E{ω̂i(t)} = ωc. (18)
The carrier frequency and the amplitude of the AM-FM

signal can then be estimated from the IF and IA estimates
from either algorithm by simple averaging:

ω̂c = 1
T

∫ T

0
ω̂i(t)dt

Â = 1
T

∫ T

0
âi(t)dt. (19)

This is a consequence of the fact that these approaches
are bandpass estimation approaches whereas traditional
in-phase and quadrature demodulation, employed in nar-
rowband communication systems, is a baseband estima-
tion approach requiring prior knowledge of the carrier
frequency.

2.5 Multirate frequency transformations
The performance of ESA or any other demodulation tech-
nique directly applied to wideband FM or CPM signals
is poor due to the narrowband constraint, as demon-
strated in prior work [12]. In recent work of the authors,
frequency transformations enacted via multirate signal
processing as shown in Fig. 1 were used for wideband FM
to narrowband FM conversion to enable a wider range of
wideband FM signals [10, 12] and were also extended to
two-dimensional images [18] via multidimensional energy
operator [19]. The goal of themultirate processingmodule
is to compress the bandwidth of the FM signal; however,
this is accompanied by a reduction in the carrier fre-
quency of the FM signal. To compensate, a heterodyning
module that translates the FM signal in frequency is intro-
duced. After the multirate heterodyne combination, the
CR/IB and CR/FD of the transformed signal is constrained
in a range, where standard narrowband monocomponent
FM demodulation algorithms work optimally. The MFT
framework can be combined with a variety of demodu-
lation techniques such as the Hilbert transform demodu-
lation algorithm (HTDA) [20] or the ESA to improve the
demodulation perforamnce for wideband FM signals. In
particular, the ESA combined with theMFT approach will
be employed in this paper.
The MFT framework specifically allows for demodula-

tion of wideband CPM signals with a large modulation
depth as the examples shown in subsequent sections.
Since the approach is based on IF estimation, the approach
does not encounter the complexity problems or restric-
tions related to rational modulation depth as seen in the
Viterbi algorithm.

3 Memory removal of partial response CPM
3.1 Partial response channel
The memory introduced by the partial response signaling
linearly distorts the transmitted signal and results in the
intersymbol interference (ISI) for the IF of the CPM sig-
nal within each symbol period. If precise IF estimates of
the CPM signal are accessible, the recovery of the original
transmitted sequence is similar to equalization of the ISI
channel.
Adiscrete time-invariant channel is generally expressed as

y(t) =
∞∑

m=−∞
hmx(t − m) + n(t). (20)
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Fig. 1 Block diagram of the basic MFT framework. The wideband signal is first sampled above the Nyquist rate, interpolated by a factor R, and then
heterodyned by multiplication with cos(ωdn), followed by a discrete FIR bandpass filter with a passband gain to achieve the MFT. Then, it goes
through a demodulation block to generate IF estimates of the compressed heterodyned signal. To obtain the IF of the original signal, the
compressed heterodyned IF is then shifted back by subtracting ωd , decimated by R, and scaled back appropriately, followed by the DAC module

where hm is the impulse response, x(t) is the input
sequence of the channel, and n(t) is the noise of the
channel.
In terms of the normalized IF within each symbol

period, the partial response channel is a special case of the
ISI channel that has a finite-length impulse response and
is also causal and monic with h0 = 1, according to Eq. 14.
For example, the discrete-time partial response channel
using L-REC CPM can be modeled as

m(t) =
L−1∑
k=0

s(t − k) + z(t), (21)

where s(t) is the original transmitted symbol sequence
and z(t) is the noise term averaged from the noise of
the IF estimates within each symbol period. Unlike the
baseband channel assuming additive white Guassian noise
(AWGN), the noise term z(t) for this partial response
channel of CPM is not AWGN since the noise presented
in the IF estimates cannot be guaranteed as AWGN by any
IF demodulation approach.
The output sequencem(t) of the partial response chan-

nel can be obtained by demodulating the CPM signals
and making decisions on the normalized demodulated IF
within each symbol period. Therefore, our goal becomes
recovering the original transmitted sequence from the
output of the partial response channel.

3.2 Partial response channel estimation via recursive
prediction error method

The channel response is required by general equaliza-
tion approaches, in order to remove the memory of the

partial response CPM. In this paper, we perform the chan-
nel estimation via the recursive prediction error method
based on the ARMAX model as described in [21]. The
partial response channel, depicted for example in Eq. (21),
is actually a monic moving-average (MA) process. We
are capable of estimating the channel response by fitting
the output of the partial response channel to an ARMAX
model.
In general, the structure of the ARMAX model is

described by
na∑
k=0

aky[t − k]=
nb∑
k=1

bku[t − k]+
nc∑
k=0

cke[t − k] , (22)

where na, nb, and nc are the number of coefficients for
the auto-regressive (AR) part, system input, and moving-
average (MA) part, respectively. It can also be written as

A(q)y(t) = B(q)u(t) + C(q)e(t). (23)

where q is the backward shift operator. Specifically,

A(q) = 1 + a1q−1 + . . . + anaq−na , (24)
B(q) = b1q−1 + . . . + bnbq

−nb . (25)
C(q) = 1 + c1q−1 + . . . + cnbq

−nc . (26)

By assuming A(q) = 1 and B(q) = 0, the ARMAX
model can be simplified to the MA model that exactly fits
Eq. (21), as described by

y(t) = C(q)e(t) =
nc∑
k=0

ckq−ke(t) =
nc∑
k=0

cke[t−k] . (27)
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By satisfying certain conditions, C(q) is actually invert-
ible, that is, e(t) can be calculated via an inverse operator
C̃(q) via

e(t) = C̃(q)y(t) =
∞∑
k=0

c̃ky(t − k). (28)

The coefficient estimation for the ARMAX model can
be achieved via an iterative search algorithm that mini-
mizes a more robust quadratic prediction error criterion.
The parameter vector 	θ can be formed by grouping the
coefficients of the ARMAX model as

	θ =[a1, . . . , ana , b1, . . . , bnb , c1, . . . , cnc ] . (29)

The predictor for the ARMAX model is given by

C(q)ŷ(t|	θ) = B(q)u(t)+[C(q) − A(q)] y(t). (30)

It can be rewritten as

ŷ(t|	θ) = B(q)u(t)+[1 − A(q)] y(t)+[C(q) − 1] ε(t, 	θ),
(31)

where ε(t, 	θ) is defined as the prediction error given by

ε(t, 	θ) = y(t) − ŷ(t|	θ). (32)

Therefore, we can express the predictor in the form of
pseudolinear regression via

ŷ(t|	θ) = 	ϕT (t, 	θ)	θ , (33)

where we define the data vector 	ϕ(t, 	θ) as

	ϕ(t, 	θ) =[−y(t − 1), . . . ,−y(t − na),u(t − 1), . . . ,
u(t − nb), ε(t − 1, 	θ), . . . , ε(t − nc, 	θ)] . (34)

According to Eq. (31), the gradient of the predictor
	ψ(t, 	θ) w.r.t 	θ can be computed via

C(q) 	ψ(t, 	θ) = 	ϕ(t, 	θ). (35)

The gradient 	ψ(t, 	θ) can be obtained by filtering the data
vector 	ϕ(t, 	θ) through an inverse filter of C(q).

The cost function for the recursive prediction error
method is defined as

Vt(	θ , 	Y t) = γ (t)
1
2

t∑
k=1

β(t, k)ε2(k, 	θ), (36)

where β(t, k) and γ (t) satisfy the following conditions

β(t, k) =
t∏

j=k+1
λ(j), β(t, t) = 1, (37)

t∑
k=1

γ (t)β(t, k) = 1, (38)

Note that λ(j) is the forgetting factor, which is often
set to a constant less than 1. It controls the convergence
rate and leads to compromise between misadjustment
and tracking, similar to the recursive least squares (RLS)
approach in the context of adaptive filtering [22].
The algorithm of the recursive prediction error method

is then summarized via

ε(t) = y(t) − ŷ(t), (39)

	̂θ(t) = 	̂θ(t − 1) + γ (t)R−1(t) 	ψ(t)ε(t), (40)

R(t) = R(t − 1) + γ (t)
[ 	ψ(t) 	ψT (t) − R(t − 1)

]
, (41)

where 	ψ(t) and ŷ(t) are short for the resulting approxima-
tions of 	ψ

(
t, 	̂θ(t − 1)

)
and ŷ

(
t|	θ(t − 1)

)
, respectively.

3.3 Memory removal via decision feedback equalization
Similar to eliminating ISI, decision feedback equalization
(DFE) [23] can be applied to the output sequence of the
partial response channel to remove the CPM memory.
The block diagram of the general decision feedback equal-
izer is illustrated in Fig. 2. According to the choice of the
feedforward filter and feedback filter, a variety of deci-
sion feedback equalizers can be implemented, such as the

Fig. 2 Block diagram of the general decision feedback equalizer. The partial response channel output in this case are the mixed symbols due to
memory introduced by partial response signaling. The mixed symbols can be obtained from the estimated IF of the MFT-ESA demodulation block
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zero-forcing DFE that directly inverts the channel and the
MMSE-DFE that employs a minimum mean-square error
criterion.

3.3.1 ZF-DFE solution
By inverting the partial response channel using the esti-
mated channel response, the original symbol sequence
can be recovered by applying the inverse filter Hinv(q) on
the channel output sequence m(t) and classifying the fil-
ter output according to the optimal region of each symbol.
For the previous case of the 3-REC multilevel CPM, the
expression for the inverse filter is given by

Hinv(q) = 1
1 + ĉ1q−1 + ĉ2q−2 . (42)

Note that the inverse filter Hinv(q) is an IIR All-pole fil-
ter, which can be simply implemented via direct recursion
of its difference equation by

ŝ(t) = m(t) − ĉ1ŝ(t − 1) − ĉ2ŝ(t − 2), (43)

where ŝ represents the estimated symbol sequence. It
requires the input, i.e., in our case, the partial response
channel output sequence m(t), to be nearly perfect; oth-
erwise, the error incurred by inaccurate input symbols
can be significant. This in turn requires the MFT-ESA
demodulation section to produce a sufficiently accurate
demodulation result. By incorporating the slicer, i.e., the
symbol by symbol detection device into the inverse filter
recursion, we can implement the decision feedback ver-
sion of the zero-forcing equalizer (ZF-DFE) to eliminate
memory induced in the partial response CPM signals.

3.3.2 MMSE-DFE solution
Instead of focusing on just removal of the channel
between the IF input and the information symbols, if
we further incorporate a MMSE cost function that bal-
ances the task of eliminating memory while simultane-
ously reducing symbol distortion, we obtain the linear
MMSE equalizer that can provide further improvement
in the symbol error performance in low signal-to-noise
ratio (SNR) environment. The corresponding decision
feedback version of the linear MMSE equalizer (MMSE-
DFE) incorporates both pre-cursor and post-cursor taps.
The feedforward filter coefficients of the MMSE-DFE are
obtained from the Wiener solution and then used to solve
for the feedback filter coefficients. A detailed description
of the MMSE-DFE solution is presented in [24].

4 Simulation results
4.1 Performance of carrier frequency estimation
In practice, since prior knowledge of distributions is not
available, we replace the expectation with a simple time-
average as in Eq. 19. While in the discrete-time case, we
replace the integral with a time-average sum:

�̂c = 1
L

L−1∑
k=0

�i[k] .

Figure 3 depicts the carrier frequency estimation error
of the MFT-ESA for the case where we have equiproba-
ble symbols versus SNR. For larger SNR values, the carrier
frequency estimation error approaches zero indicating
that the IF yields a reliable carrier frequency estimate.
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Fig. 3 Performance of carrier frequency estimation for the MFT-ESA approach
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4.2 Performance of wideband partial response multilevel
CPM demodulation

A wideband 3-REC multilevel CPM signal with sym-
bols taking values in the alphabet {−3,−1, 1, 3} is used
for performance test. The frequency deviation of the IF
is equal to the carrier frequency in this extreme wide-
band case with modulation index h = 4. The symbol
error probability for the proposed MFT-ESA approach
is depicted in Fig. 4. Since the 3-REC CPM signal has
memory, the symbols here refer to the mixed symbols
due to the memory effect of partial response signal-
ing as described in Eq. 21. As the SNR increases, the
MFT and ESA combination reduces the error dramati-
cally. The error eventually drops to zero when the SNR
passes certain threshold, while the error performances
of the Hilbert transform (HTDA) and the ESA gradu-
ally saturate at certain levels due to carry-over effects
from incomplete demodulation induced by narrowband
constraints.
Unlike the common AWGN channel, the AWGN

imposed on the CPM signal is not linearly added to the
modulation signals (or symbols) in the partial response
channel since the modulation signals (or symbols) are
conveyed in the IF of the CPM signal. Therefore, the sym-
bol error performance for the CPM signal is different from
what is observed withmodulation schemes that fit into the
AWGN channel analysis, such as the classic Q curve for
BPSK modulation. The CPM format provides robustness
to noise when the SNR exceeds a certain threshold and if
the CPM signal is sufficiently sampled.

4.3 Performance of partial response channel estimation
via recursive error method

The simulation result of the partial response channel
estimation via the recursive error method for wideband
3-REC multilevel CPM is illustrated by Fig. 5. With a
memory length L = 3, the partial response channel for the
3-REC multilevel CPM can be expressed via

m[t]= s[t]+c1s[t − 1]+c2s[t − 2]+z(t), (44)

where c1 = c2 = 1. As we can observe from Fig. 5, the
estimated coefficients converge close to the true value 1
in the case of REC CPM. They serve as useful estimates
when other forms of pulse shaping such as in RAC-COM
or SRAC-CPM are employed.

4.4 Performance of partial response CPMmemory
removal via decision feedback equalization

The MFT-ESA demodulation module described in the
prior sections is then combined with the decisionfeedback
equalization for memory removal to obtain estimates of
the original information symbols. The channel response
required by equalization has been estimated via the recur-
sive error method.
The symbol error probability performance of the pro-

posed MFT-ESA demodulation combined with ZF-DFE
and MMSE-DFE for memory removal are compared in
Fig. 6 for both wideband binary and multilevel 3-REC
CPM senarios. Note that the modulation indices of the
wideband CPM signals in this example are deliberately
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Fig. 5 Partial response channel estimation for 3-REC multilevel CPM via recursive error method. Note that the multilevel symbols take values in
{− 3,− 1, 1, 3}. The red line indicates the convergence of the estimated coefficient ĉ1, and the black line indicates the convergence of the estimated
coefficient ĉ2

chosen such that the implementation of the Viterbi algo-
rithm is not practical due to the complexity of its phase
states. For binary case, the MMSE-DFE performs slightly
better than the zero-forcing DFE in the low SNR region,
as shown in Fig. 6a. For multilevel case, the performance
of both approaches are almost the same as in Fig. 6b. Since
the multilevel signaling compress the decision region for
symbol detection, the resolution of the symbol by symbol
detector (or the slicer) is reduced, resulting in degraded
performances of both approaches at the same level in the
extreme wideband case where the IF deviation is close to
the carrier frequency.
From our previous analysis, we know that the error asso-

ciated with the mixed symbols (or output of the partial
response channel) obtained from the demodulated IF for
low SNR environment is significant due to error propa-
gation. The recovery of the original symbols for low SNR
environment is hence significantly influenced since the
proposed memory removal approach is very sensitive to
its input. However, as the SNR increases, the output of
the partial response channel determined by MFT-ESA
demodulation module becomes more accurate, leading to
a significant improvement in the ability to recover the
transmitted symbols as evident in the symbol error prob-
ability. Above a SNR threshold of around 10 dB for the
binary case and 12 dB for the multilevel case, the sym-
bol error probability becomes negligible attributable to

the fact that inverse filtering solution becomes nearly
perfect after that threshold, which has been verified but
not shown in Fig. 6 due to limitations of the log scale.

5 Conclusions
In this paper, we have presented an approach towards
wideband CPM demodulation by extending the MFT-
ESA approach developed by the authors. The character-
istic features of the proposed MFT-ESA approach are (1)
unlike the Viterbi algorithm whose complexity increases
with the number of phase states induced by m and p
as in Eq. 8, the complexity of the proposed approach is
independent of the modulation index; (2) the proposed
approach does not require prior knowledge of the car-
rier frequency and this parameter can be extracted from
the IF estimates; and (3) the proposed approach accom-
modates large modulation indices andmultilevel signaling
making it conducive to the large bandwidth requirements
proposed in the M-ary FSK system for satellite communi-
cations [15].
The proposed MFT-ESA approach was then applied to

the demodulation of wideband CPM signals with partial
response signaling, where memory is introduced into the
estimated IF. Subsequent to the MFT-ESA demodulation
stage, a recursive prediction approach based onMA signal
modeling of the estimated IF, together with decision feed-
back equalization, was presented to address the problem
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Fig. 6Memory removal via decision feedback equalization: a symbol error probability of MFT-ESA approach for binary CPFSK with zero-forcing and
MMSE decision feedback equalization to remove memory induced due to partial response signaling and b symbol error probability for multilevel
CPFSK with zero-forcing and MMSE decision feedback equalization. In both cases, 3-REC CPM with parameters Tb = 1s, fs = 50Hz, and fc = 12Hz
was employed. The MFT conversion factor was R = 16, and the modulation indices for the binary and multilevel cases were h = 97/21 and
h = 19/15, respectively. For equalization purposes, 50 pilot symbols were used. Note that the SEP of a and b will drop to zero around 11 and 16 dB,
respectively, which are not shown due to limitations of the log scale

of removal of memory introduced by partial response sig-
naling. Both the zero-forcing solution based on direct
inversion of the memory channel, its corresponding deci-
sion feedback version and the MMSE-DFE solution to
memory removal were investigated and shown to produce
significant reduction in the symbol error probability over
no equalization.
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