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Abstract

Network events, like outages, are costly events for communication service providers (CSPs) not only because they
represent lost revenue but also because of adverse effects suffered by the CSP's customers. Quantifying the effect
of negative events on certain key performance indicators allows the CSP to measure the network resources impacted, to
provide data for a more robust revenue assurance process, and to assign appropriate severity to the events. These
additional insights may help optimize the resource allocation, ticketing, and troubleshooting response times. This paper
presents a novel heuristic algorithm that takes advantage of the daily patterns observed in most key performance
indicators of a wireless network and the stability observed in the differences between the original time series and the
lagged version. The proposed algorithm uses those differences and the previous actual values to make accurate predictions
of time-series traffic volume data that represent the estimated effect of a wireless network event. The performance of the
algorithm is compared with that of the state-of-the-art autoregressive, integrated, moving average (ARIMA) model and the
results are reported. The proposed algorithm has reduced standard deviation in error percentage by 4.8 percentage points,
has no negative bias, and executes 97% faster than the ARIMA model. The algorithm provides an accurate methodology

for online or batch network event impact estimation that could potentially be implemented in traditional relational
database management systems (SOL) or Big Data environments.
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1 Introduction

Understanding the effects of certain wireless network
events (i.e., network service disruptions, network out-
ages) allows communication service providers (CSPs) to
drive initiatives that minimize the adverse effects of
service impacting events on the overall experience of
CSP customers. For instance, the estimated effect of ser-
vice degrading events can be used to prioritize the repair
efforts of operational teams when simultaneous events
happen. Similarly, the same impact information can be
used to determine the loss of wireless network usage
during events, which can be categorized into severity
levels that drive the urgency of repair efforts for the in-
dividual events.

The challenge of estimating the effect of wireless network
events involves calculating the difference between (1) the
expected system behavior under normal conditions and (2)
the real behavior observed during the network event. A
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method is needed to estimate the typical values for the ser-
vice during the time of the event for the quantification of
the effect.

Our contribution consists of solving the problem of
calculating the effect of a network event using an effi-
cient and novel anomaly detection algorithm; we are
calling this algorithm the “delta algorithm.” The delta
algorithm can be used not only to detect an anomalous
event but also to accurately estimate the normal condi-
tions for a particular set of service metrics. The network
event effect is then calculated by comparing the
algorithm-estimated expected values with the observed
values during the event. The algorithm’s predictive per-
formance is analyzed and benchmarked against state-of-
the-art autoregressive, integrated, moving average
(ARIMA) time-series models in the R environment [1],
and the algorithm is implemented as described in Sec-
tion 2.4 with the results and implementation suggestions
provided. The purpose of the paper is to demonstrate
that the delta algorithm is a more accurate, unbiased,
and a faster alternative than the state-of-the-art ARIMA
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model when estimating the impact of a network event
for a CSP.

1.1 Literature review

The 3rd Generation Partnership Project [2] supports the
development of standards used for technologies and solu-
tions deployed in CSP wireless networks. Additionally, this
organization promotes a general framework for Self-
Organizing Networks (SON) [3] which enables self-
optimizing [4] and self-healing [5] functionalities. These
functionalities can be initiated through trigger conditions
[4, 5] based on alarms or detection of faults. However,
3GPP does not standardize the underlying methods or al-
gorithms themselves. The delta algorithm may be one
such solution for creating trigger conditions of anomalous
events observed in network metrics that CSPs can lever-
age for SON solutions in their network.

The effect of a wireless network event can be estimated
if the problem is treated as the need to quantify the effect
of an anomalous event on a particular metric or set of
metrics. In that regard, a network event scenario can be
studied within the topic of anomaly detection applied to
wireless networks. We follow this approach in the present
paper.

Anomaly detection is a broad area of research that has
applications in medicine [6], finance [7], computer net-
works [8, 9], and most recently the Internet of things
[10-12] as well as several other business domains. Ac-
cording to a seminal work by Chandola et al. [13],
“anomalies are patterns in data that do not conform to a
well-defined notion of normal behavior.”

Most of the anomaly detection methodology literature
has focused on two broad areas of research [9, 13, 14]:

e Statistical analysis (Gaussian-based analysis,
regression, correlation, statistical process control,
intervention analysis)

e Machine learning (supervised learning, unsupervised
learning, semi-supervised learning)

Additionally, the topic of scalability for an anomaly de-
tection algorithm has been further discussed, and the limi-
tations of some methods in extending to large numbers of
metrics have been pointed out [9]. The complexity of the
detection method is strongly correlated to the scalability
properties of the method. The more complicated the
methodology, the more challenging it will be to scale the
methodology to many metrics. Current research efforts
are focused on developing new paradigms of anomaly de-
tection suitable for new large-scale distributed and cloud
architectures as well as new computing models associated
with them [14].

In particular, the proposed algorithm was developed in
an attempt to address some of the above challenges by
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providing important efficiency benefits in comparison
with traditional robust methods, such as ARIMA models,
while providing improved accuracy performance. ARIMA
models were originally introduced by Box and Jenkins [15]
and had subsequently been adapted and implemented in
various software environments. ARIMA modeling was im-
plemented in the R statistical software [1] by Rob J. Hynd-
man using the forecast package [16].

ARIMA is one of many techniques available for the ana-
lysis of dependent observations known as time series data.
It is a process in which identification, estimation, and
diagnostic checking are performed on stationary data to
fit a model and produce a forecast. A standard non-
seasonal ARIMA (p,d,q) model is defined by three ordered
parameters: an autoregressive component (p), which spe-
cifies the number of lags, an integrated component (d),
which specifies the degree of differencing, and a moving
average component (g) that represents the error and its
possible lag components. This function can be written as
the following linear equation:

Yi=c+Pypr + -+ DPpyypr+b1ee + -+ 04804 + e

However, to produce a suitable model, ARIMA compo-
nents must be identified, which is an involved process and
tends to be done manually on an as-needed basis. It is typ-
ically accomplished through differencing the time series
data to achieve a stationary series and then tested for suit-
ability. Next, visual inspection of autocorrelation plots
known as autocorrelation function (ACF) and partial auto-
correlation function (PACF) is performed. Although the
forecast package [16] introduced by Rob J. Hyndman pro-
vides an “auto.arima” function that enables the automatic
selection of the ARIMA model structure, there is increased
computational overhead in allowing this function to cycle
through numerous models to identify a suitable model to
fit the time series data. The power of the proposed solution
is that it leverages the existing time series data with min-
imal processing and improved prediction accuracy, and al-
lows self-tuning of the model to remove the requirement to
rediscover model parameters as new data is introduced to
the model.

Additionally, although the present paper describes an
offline application of the proposed methodology, the
same algorithm could be used for an online anomaly de-
tection system that could scale to a large number of
metrics at lower time resolutions. This scenario is sup-
ported by the time responses reported later in the docu-
ment that provides evidence that the algorithm could be
executed against a large number of time series within a
very short period of time. Similar efforts have been made
using other methods leveraging ensemble methods and
modified Holt—Winter models to address this similar
use case [17, 18] (Table 1).
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Table 1 Related work

Paper Business Related work
domain
G Ciocarlie, U Lindqvist,  Cellular An ensemble method is used to
K Nitz, S Novaczki, networks  perform cell anomaly detection
H Sanneck (2014) [17] using Key Performance Indicators
(KPI) typically used in 3GPP SON
frameworks.
M Szmit, A Szmit Computer Holt-Winters method is used to
(2012) [18] networks  understand the traffic behavior in

a computer network with the aim
to perform intrusion detection.

2 Methodology

The proposed algorithm allows the automatic detection of
anomalous values in a time series. The algorithm takes ad-
vantage of the daily patterns observed in network datasets
and attempts to model the difference or “delta” from one
period to the next. Such deltas, characterized over a large
historical dataset, can be used not only to predict the ranges
of expected values for a future point in time (for anomaly
detection purposes) but also to provide an estimate of future
values of the data (for forecasting purposes). In this particu-
lar application, the estimation of the effect of a network
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event will involve using the algorithm’s predicted values to
facilitate the calculation of the effect by taking the difference
between the real measurements and the predictions (i.e., the
prediction error) as the most general case. In practical appli-
cations, outage events, for instance, usually reduce the actual
network traffic to a value close to zero for the affected Key
Performance Indicator (KPI), and each predicted value by
the algorithm represents the estimated outage effect. On the
basis of this scenario, the paper focuses on the prediction ac-
curacy of the algorithm as the important benchmarking ap-
proach without losing applicability to the most general case.

2.1 Algorithm

As previously mentioned, the core objective of the algo-
rithm is to characterize deltas and make a prediction for
the next period given the most recent actual data point.
This process is accomplished through two tasks: (1) one
that calculates the expected “deltas” or changes from 1 hour
to another using historical data points (Algorithm 1) and
(2) another task that uses the pre-calculated “deltas” and

the most recent data point to predict the next one
(Algorithm 2).

Algorithm 1 — Calculation of expected “Deltas” (for an individual KPI)

IN: a time-series of univariate KPI hourly data for three weeks = X; = {x, x5, x3, ....

OUT:
within any day.

1: for all x; € X, do
2: deyr © Xes1 — Xt
3: end for

4: fori+<1...24do

50 8+ {di+1+(24*0); di+1+(24*1); di+1+(24*2); }

6: AS; < MEDIAN(S;)

7: end for

D> creates differenced series D; = {d,, d3,dy, ....

S XN}

24 “Delta” points corresponding to the expected hourly change from one hour to the next

'dN}

D> creates hourly “delta” groups S;

> creates expected “delta” for group S; (hour 1)
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In general, a time series with N elements is expressed as
an ordered sequence:
Xt = {xlax2;x37 eeer ,XN}

We generate a sequence of deltas according to

Dt = {x2_x1ax3_x27x4_x37 7xN_xN—1}7
D; ={dy,ds,da,.... ,dn},
where
dy=x,—x,_1t=2,3,4,.....,N.

The process provides a unique approach in that it uses
D, rather than X, as the core input data for the modeling
exercise. In other words, the algorithm attempts to model
the changes or deltas in the data rather than the raw data
themselves. This provides a more robust methodology
given the fact that the changes from one time period to
another in most network KPIs are predictable and slow.

Algorithm 2 — Predicting next hour value.
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the median is driven by the fact that the distribution of
deltas observed during testing showed a consistent
skewed unimodal distribution for which the central ten-
dency is better captured by the median rather than other
metrics such as the mean or mode. We have

ASl = median{dz, d26, d4g, },
ASz = median{dg,, d27, d49, },

A524 = median{dgs, d49, (,1737 }
The prediction of a future data point then becomes
5Ct+1 =X + ASh(x,)7 (1)

where h(x;) =1...24 represents the corresponding hour
of the day for x,.

IN: most recent hour data point x;; set of expected deltas AS;

OUT: prediction for next hour X; 4.

1: 2t+1 = Xt + ASh(xt)

> h(x;) = 1...24 is a mapping function that returns the

hour of the day corresponding for x,

Once D; has been calculated, the next step in the
algorithm is to subdivide D, into 24 groups corre-
sponding to the group of delta values for each corre-
sponding hour across the multiple days included in
our original dataset X;:

Si = {dis112ax0) Div1+2ax1)s Bit14(2452)s +oo- b
=1..24

S1 = {dy, ds, dso, ...},
Sy ={ds,dy,ds1, ...},

Soa = {das,dag, d73, ...}
To estimate the expected delta for each hour, the me-
dian value is taken from each group. The selection of

Note that once the set of expected deltas
{AS1, AS,,..., AS,4} has been calculated and persisted, any
future value is easily predicted from the most current
value and its corresponding delta. This efficient approach
is particularly useful for a real-time large-scale imple-
mentation of the algorithm (online anomaly detection).
A recursive application of (1) allows multiple-point fore-
casting for any time span:

Xer1 = Xt + ASp(x,)
Xera = Xep1 + ASp,.) = % + ASpx,) + ASpis, 1)

Formulas (1) and (2) provide a scalable set of mathemat-
ical expressions that support a large-scale implementation
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through a combination of batch and real-time online pro-
cesses to provide an estimate of the event effect as soon as
it happens and data become available.

2.2 Dataset description

The present study used a dataset comprising the hourly
data volume (bytes) of a Long-Term Evolution (LTE) ser-
vice for 4 weeks to test the algorithm (3 weeks of training
and 1 week for testing). The selection of the time window
for training the algorithm is configurable, but it should be
chosen carefully to balance the user expectation of how
much history is needed to get the first detection and how
much accuracy is required. The more history used, the
higher the probability of a better tuning process, but the
first analysis will have to wait for more time. Our empir-
ical results suggest that a window of 3 weeks provides
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sufficient data for a good balance between accuracy and
prediction availability for practical applications. The data
volume is a typical KPI for core network operations as de-
fined by the 3rd Generation Partnership Project [2], which
provides standards and specifications for CSPs and equip-
ment manufacturers. Sample data were collected from 20
serving gateways (SGWs) of a major CSP (Fig. 1b). The
eNodeBs attached to these 20 SGWs are distributed in
10% and 90% urban and rural morphologies, respectively
(Table 2). The data were reviewed to ensure that no major
events occurred during the selected time window and that
they did not contain subsets of missing or zero values due
to errors in data collection. The first 21 days of data were
used to calculate the expected deltas {AS;, AS,,..., ASy4},
while the remaining data points (7 days) were used to
validate the prediction. Figure la is a sample plot of the

Sample SGW Hourly Data
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=
>
400 4
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Date
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1000
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1500
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>
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Fig. 1 a Sample volume (GB) data for the analysis. b Volume (GB) of all SGW
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Table 2 Count of eNodeB per SGW

SGW ID Number of eNodeB
1 419
2 458
3 296
4 423
5 433
[§ 243
7 204
8 272
9 791
10 172
" 534
12 545
13 395
14 315
15 219
16 338
17 447
18 234
19 340
20 546

raw data volume for one of the selected SGWs with a
visible strong daily pattern.

2.3 Benchmarking methodology
Results from the delta algorithm outlined in Section 2
were benchmarked against the results of ARIMA models
applied to the same dataset. ARIMA modeling is a so-
phisticated time-series modeling technique well suited to
daily, weekly, and monthly patterns that exist in CSP
network data. Hence, it is a common choice for time-
series analysis requiring high levels of predictive accur-
acy. One drawback of ARIMA models is that they are
computationally expensive to implement on databases,
hence the need for algorithms that are more efficient.

Additionally, we compared the computing time taken
by each approach to perform the modeling. If the two
methods have similar accuracy, the decision on which
one is more efficient to implement could be based on
computational expense. This issue becomes more im-
portant as the number of KPIs increases or the time
allowed for computation decreases (i.e., real-time
application).

The following performance metrics were used in the
benchmark process:

e Mean error (GB)
e Mean error (%)
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Median error (GB)

Median error (%)

Mean absolute error (GB)
Mean absolute percentage error
Mean runtime

Median runtime

The error (GB) represents the residuals of the model
defined as the difference between the predicted and ac-
tual volume in gigabytes. The error (%) represents the
residuals of the model defined as the percent difference
between the predicted and actual values observed. These
two methods of measurement help visualize the per-
formance of the model in both original units of the KPI
scale as well as a relative percent scale. Additionally,
since residuals tend to be a combination of positive and
negative values due to prediction over and under estima-
tions, the mean absolute error (GB) and mean absolute
percentage errors are also considered. In this scenario,
the absolute value of all residuals is used to produce all
positive values before calculating the average error (GB)
and percentage error. Lastly, the performance of runtime
is examined as the average execution time needed for
each forecast.

Each of the 20 time series corresponding to each of
the SGW hourly data was processed using the delta al-
gorithm and the automatic ARIMA forecasting routines
available in the R “forecast” package. Special consider-
ations were taken to remove the time consumed by the
“forecast” package to search for the optimal model for a
given time series. Hence, the analysis only considered
the time that the selected ARIMA model used to tune
its parameters. This detail was an important consider-
ation needed to present a fair comparison of the time
each algorithm took to create a forecast under the same
hardware and software conditions.

Furthermore, to create the forecast data for bench-
marking, 100 one-point forecasts were randomly calcu-
lated from the test set to estimate the predictive
accuracy of each method for each of the SGWs. One-
point forecasts are defined as a single forecast for a sin-
gle hour data point from any of the hours in the test set.
Of all possible 1-h time periods available in the test set,
100 random hourly periods were selected to perform
forecasts. This selection was done with the intent of
obtaining a representative sample with unbiased estima-
tion and allows consistency with statistical simple ran-
dom sampling techniques [19]. This process created
2000 random sample estimates (20 SGW's each with 100
one-point forecasts) available for each model. The per-
formance metrics were applied to measure the relative
accuracy and execution performance of the two method-
ologies. As mentioned before, prediction accuracy was in
turn used as a proxy for successful event impact
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estimation capability. In other words, the smaller the
prediction error characteristics between the estimate and
actual values, the more effective the method was for
event impact estimations.

2.4 Hardware and software environment

A virtual environment instance was established running
Redhat Linux (Kernel version 2.6.18-348.4.1.el5) with 16
cores (Intel Xeon 2.70GHz processors) and 16 GB of
memory, and using the R Studio Server 0.99.447 [20], R
base 3.2.3 [1], zoo 1.7.12 [21], ggplot2 1.0.1 [22], reshape
0.8.5 [23], and forecast 6.1 [16] packages to perform the
analysis.

3 Results
Table 3 provides benchmark metrics for the delta algo-
rithm and ARIMA models. The mean error percentage of
the models were slightly different at — 0.21% and 0.53%
for the ARIMA model and delta algorithm, respectively.
However, the standard deviation indicates that the
ARIMA model has a much larger spread of variation at
13.99% compared with the delta algorithm at 9.19%. The
median values also suggest that (a) the delta algorithm is
closer to zero error, indicating less bias in the results, and
(b) the difference between the mean and median show the
distributions are likely not normal distributions. The mean
absolute percentage error provides a measurement that
considers all model errors as positive with a higher error
implying a less accurate model. This measurement sug-
gests that the delta algorithm provides improved accuracy.
From a different point of view, the boxplot of errors
depicted in Fig. 2 provides a non-parametric way of
comparing the range of error between the two models.
The plot clearly confirms the larger spread of variation
for the ARIMA model evident by the larger range of
outliers in comparison with the delta algorithm. Further-
more, the increased height of the box for the ARIMA
model compared with that for the delta algorithm pro-
vides additional evidence of the larger variation observed
for the ARIMA model. Lastly, the bold center line in the
box represents the median or 50th percentile and shows
that the ARIMA model falls slightly below the 0 GB
level on the y-axis whereas the delta algorithm model
appears to fall on the 0 GB level. This result provides
additional evidence of the ARIMA model having a nega-
tive bias in its accuracy. In other words, the ARIMA

Table 3 Error performance metrics—both algorithms
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model underestimates the real values observed for the
test set.

Furthermore, the density distribution of error percent-
ages in Fig. 3 depicts that the two models have a similar
central tendency. However, the delta algorithm provides
a slightly better prediction result as demonstrated by the
reduced error bias and reduced error variability. This
situation is evident by the kurtosis of the algorithm
density plot showing more errors tightly grouped around
the zero value whereas the ARIMA density plot slightly
underestimates errors and has a lower peak indicating
higher variability in the results that produces the fatter
tails in the distribution.

Similarly, as part of the evaluation, it is important to
assess if the error distributions are statistically different
from each other to confirm if the observed differences in
the benchmark metrics are real. Given the fact that
neither distribution has normality properties, a non-
parametric test is needed to determine whether the dis-
tributions are statistically different.

The Mann—Whitney independent sample test was
used to make the above determination by performing
a rank sum test against the errors of each model
(delta algorithm versus ARIMA algorithm), resulting
in a test metric W=2,270,619 and p value <0.0001.
This result provides strong evidence that the delta al-
gorithm model and ARIMA model results are not
from the same population (i.e., the difference between
modeling results is real).

Additionally, a Wilcox test was performed to test
whether the central tendency of the error percentage
distributions was equal to zero. For the ARIMA model,
the Wilcox test indicated a 95% confidence interval of
[-1.91%, -1.10%] with V=820,010 and p value <O.
0001, providing strong evidence that the ARIMA model
had a small negative error percentage bias and that the
true error was not 0%. In contrast, the Wilcox test for
the delta algorithm indicated a 95% confidence inter-
val of [-0.36%, 0.20%] with V' =985,540 and p value =
0.5624, providing insufficient evidence to reject the
null hypothesis that the true error percentage is 0%.
This result implies that the delta algorithm has less
error percentage bias and the true error percentage
may be closer to 0%.

Applying the same analysis to the actual errors in vol-
ume (gigabytes) tells a similar story in favor of the delta
algorithm. A Wilcox test indicates that the 95%

Error (%) Error (GB)

Mean Stdev. Median Median abs. Mean Stdev. Median Median abs.
ARIMA —0.205 13.987 —-1.859 9.069 — 2445 39.260 —3.505 22622
Delta algorithm 0.531 9.191 -0.123 5.944 -0616 21959 -0.309 13.226
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Boxplot - Range of Errors(GB)
Algorithm vs ARIMA
Comparison of All Forecasts
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Model
Fig. 2 Boxplot of the range of errors (GB)

confidence interval is [-4.82 GB, -3.06 GB] for the
ARIMA errors and [- 0.60 GB, 0.62 GB] for the delta al-
gorithm. The ARIMA Wilcox test parameter was V=
778,260 and p value <0.0001, providing substantial evi-
dence that the true model error was not 0 GB. The Wilcox
results for the delta algorithm were V' =1,001,300 and
p value = 0.9751, providing insufficient evidence to reject
the null hypothesis that the true error is 0 GB. This result
implies that the delta algorithm has less error bias and the
true error may be closer to 0 GB.

The final benchmark used to compare the models was
execution time. Table 4 depicts the execution time

-

Density Distribution of %Error
Algorithm vs ARIMA
Comparisclm of All Forecasts
variable
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£
‘o 0.04
c
()
()
0.02
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-50 0 50
Percentage of Error (%Error)
Fig. 3 Density distribution of error percentages
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Table 4 Execution times in seconds—both algorithms

auto.arima()®
Mean Stdev. Median Mean Stdev.  Median
ARIMA 0482 0330 0381 420542 97182 399357
Delta algorithm 0017 0002 0.016 NA NA NA

®Execution time for auto.arima() to complete 100-point forecasts

metrics in seconds elapsed for the forecasts to be com-
pleted by each method. Note that a second set of col-
umns for the auto.arima() function from the “forecast”
package is included to identify the performance metrics
of using the automatic modeling capabilities of the R
package that was used to identify the best ARIMA
model for each forecast. These values represent the aver-
age (mean) time required to execute the 100-point fore-
casts for each of the 20 SGWs. From Table 4, on
average, the delta algorithm execution time per point
forecast is 0.47 s less or approximately 97% faster than
the ARIMA algorithm execution time. Additionally, the
delta algorithm model has a far narrower variation as
evidenced by the reduced standard deviation of 0.002 s
for the algorithm versus 0.33 s for the ARIMA algo-
rithm. This reduced variation demonstrates the consist-
ent and powerful nature of the proposed methodology.
In summary, the delta algorithm provides not only su-
perior error performance and overall prediction accuracy
but also has important computational efficiencies that
can be leveraged for a large number of metrics in a pro-
duction system.

Finally, a proposed implementation scheme for
large-scale real-time processing is described in Fig. 4.
A batch process is charged with creating D, for each
KPI using Algorithm 1. This particular dataset is
small and could be stored in memory for fast random
access. Additionally, an online or real-time process
will analyze the incoming data and access the corre-
sponding delta to create the forecast following Algo-
rithm 2 and take the corresponding action depending
on the use case.

4 Discussion

The delta algorithm provides superior results regarding
improved accuracy, reduced variability, unbiased errors,
reduced complexity, and fast computation. The solution
is lightweight and can be implemented in existing SQL
query language or similar code without the need for
external software packages. Additionally, the solution is
designed in a manner that is potentially highly scalable
allowing adaptation to numerous applications of anom-
aly detection, such as outage estimation, outage impact,
billing reconciliation, and record validation. The solu-
tion’s measured performance relative to the performance
of well-known ARIMA models provides evidence of the
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R ( N Use Cases
EJseO(L:fz::e Estimation
m ¢ Event Detection
* Data Integrity
Ry
)
Ry
Fig. 4 Simple implementation scheme for large-scale online application of the delta algorithm
A\

solution’s ability to provide high accuracy with minimal
computing overhead.

Even though the average (mean) time required to exe-
cute the 100-point forecasts for each of the 20 SGWs
was discounted for the benchmarking process, it is im-
portant to note that an implementation of the ARIMA
methodology must incur such a delay when searching
for the best model to execute the best forecast. An alter-
native methodology that prevents such delay would be
to select a generic ARIMA model with a fixed structure
to be applied to all datasets. However, that approach
would sacrifice overall accuracy. This detail provides fur-
ther evidence of the delta algorithm’s ability to provide
higher accuracy without external constraints and add-
itional data processing.

The study has the following limitations:

e Only 1 month of data was used for both training
(3 weeks) and testing (1 week).

e Data were collected at a highly aggregated network
element (SGW) as opposed to a less aggregated
network element, such as cell towers that would
have more variable data.

There are additional research opportunities to adapt
the current algorithm to data with higher levels of
variability.

5 Conclusions

The proposed algorithm provides superior performance
for the selected datasets than the robust and widely used
ARIMA methodology in predicting time series data. It
demonstrates less variation (measured by the standard
deviation) than the ARIMA model by 4.8 percentage
points, has no negative bias, and executes 97% faster
than the ARIMA model. Additionally, its simplicity and
consistency of performance make the algorithm suitable
for deployments requiring fast response. The algorithm
can be easily implemented on traditional databases or
NoSQL databases to support a large number of time
series. Additionally, the algorithm not only provides a

way to calculate the effect of a network element event
impact but could also be adapted to perform anomaly
detection (i.e., measuring deviation from the estimated
points) on the same datasets in an online fashion.

Further research might be needed to support lower
time resolutions (i.e., 5-min data) and to investigate the
performance effects when the algorithm is applied to
datasets with reduced seasonal patterns and higher
variability.
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