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Abstract

In simultaneous wireless information and power transfer system (SWIPT), additional resource allocation for power
transfer degrades system performance. Therefore, how to allocate power and time to data transmission and energy
transfer is very important for the performance of time switching-based SWTPT system. In this paper, we propose a time
switching-based full-duplex SWIPT system combined with self-energy recycling since self-interference harvesting is
more efficient than simultaneous data transmission if the magnitude of self-interference is sufficiently large. Proposed
system has additional self-energy recycling phases compared to the conventional time switching-based full-duplex
SWIPT system. Considering the limitation of maximum transmission power, proposed system is optimized transmission
time as well as power. For the validity of the proposed system, we show the bi-convexity of proposed system and
propose an iterative algorithm for optimization of proposed system. In simulations, we compare proposed systemwith
the half-duplex system without simultaneous data transmission phase and the full-duplex system without self-energy
recycling phase. Simulation results show proposed system consume less energy than the conventional systems.
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1 Introduction
In recent years, simultaneous wireless information and
power transfer (SWIPT) schemes are attracting in terms
of enabling to carry information and energy simultane-
ously [1]. SWIPT schemes can be classified into two
categories according to receiver types: time switching (TS)
SWIPT scheme and power splitting (PS) SWIPT scheme.
TS SWIPT scheme divides the downlink (DL) time into
energy harvesting (EH) phase and information detection
(ID) phase, and PS SWIPT scheme splits the received sig-
nal into EH signal and ID signal. Since the amount of
harvested energy is also important as well as the data rate
in SWIPT system, the trade-off between data rate and
power transfer has been studied [1, 2]. Furthermore, var-
ious optimization problems such as power minimization,
energy efficiency maximization, and weighted sum-
rate maximization were studied in various system
models [3–5].
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SWIPT system combined with full duplex (FD) has
advantages including the increase of spectral efficiency.
In contrast to the conventional FD system where self-
interference (SI) is harmful, SI can be beneficial in terms
of energy source for harvesting in FD SWIPT system
[6–10]. A number of studies using this advantage were
performed for FD relay systemwhere relay has no external
power supply except for transmitted power from base sta-
tion (BS) [7, 8, 10]. Also, the self-energy recycling (S-ER)
scheme was proposed in point-to-point (P2P) FD system
where PS-based EH is used at user equipment (UE) [9].
In general, the performance of PS SWIPT scheme is bet-
ter than that of TS SWIPT scheme, because TS SWIPT
scheme can be treated as a special case of PS SWIPT
scheme with binary split power ratios [4, 11]. However, in
contrast to TS receiver where a device requires only a sim-
ple switcher, PS receiver needs an RF signal splitter and its
structure is relatively complicate [4, 12]. This means that
TS-based SWIPT scheme is more applicable to UE than
PS-based SWIPT scheme since the structure of UE needs
to be simple.
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TS-based SWIPT systems with S-ER were studied in
[13–15]. In [13], Zeng and Zhang proposed the beam-
former design to maximize end-to-end throughput in
multiple-input single-output (MISO) relay system. In the
first phase, the source transmits information to relay, and
the received signal at relay is amplified and forwarded to
the destination during the second phase. At the same time,
the source transfers the energy to relay, and relay harvests
SI as well as the signal from the source node in the sec-
ond phase. Ding et al. proposed the beamforming scheme
of multiple-input multiple-output (MIMO) relay for rate
maximization where relay harvests SI in the second phase
[14]. In [15], Hwang et al. proposed the beamformers
of BS and relay where relay has additional antenna to
harvest SI.
The FD SWIPT system with S-ER is also helpful

to device-to-device (D2D) communication for Internet
of Thing (IoT) system—the communication between
mobile phone and devices which cannot have sufficient
battery. In the communication between smart phone
and IoT devices such as bluetooth devices and smart
watch, IoT devices are not connected with BS. Also, the
short lifetime of IoT devices due to small size battery
is a critical problem. In this environment, the device
equipped with a large battery, such as a smartphone, can
transfer energy-to-energy-deficient devices to prolong
communication time.
Thus, we propose a TS-based FD SWIPT system for

D2D communication to prolong the lifetime by minimiz-
ing energy consumption under the target rate constraint.
In contrast to relay systems, D2D communication systems
need to be considered as S-ER of both users since both
users are not connected to power grid. Thus, proposed
system has additional S-ER phases contrary to the con-
ventional TS-based FD SWIPT system to employ SI effi-
ciently. The entire time in the conventional TS-based FD
SWIPT system consists of two phases if one user does not
have enough energy to transmit data. In the first phase,
one UE, i.e., UE1, transmits energy to another UE, i.e.,
UE2, and UE2 transmits data to UE1, and data transmis-
sions in both directions are operated in the second phase.

In the proposed system, however, each phase is divided
into two parts for S-ER implementation. In these S-ER
phases, UE2 does not transmit any signal andUE1 harvests
SI. To minimize energy consumption, we should find time
duration and power corresponding to each phase. Since
the optimization problem for proposed system has a form
of bi-convex, we propose an iterative scheme based on line
search method to find a solution. In contrast to the alter-
native convex search (ACS) technique which can obtain a
local minimum, the proposed scheme can obtain a better
solution close to global optimum.

2 Systemmodel and optimization problem
formulation

2.1 Systemmodel
As depicted in Fig. 1, we consider a D2D FD SWIPT sys-
tem with the assumption that UE2 does not have energy
for data transmission but UE1 has sufficient energy. In this
scenario, UE1 should transfer energy to UE2 for data com-
munication with UE2. However, since UE1 also does not
connected to power grid, the total energy consumption of
UE1 should be minimized. For this purpose, each user can
harvest SI since harvesting SI can be more efficient than
simultaneous data transmission if the magnitude of SI is
sufficiently large. The proposed systemmodel needs addi-
tional phases to harvest SI compared to the conventional
TS-based FD SWIPT systems, and the operating proto-
col consists of four phases according to the mode of each
user—energy transfer or data transmission mode of UE1
and only receive or data transmission mode of UE2. Also,
it is assumed that all channels have quasi-static flat-fading
characteristics, and the length of one channel block is nor-
malized. Then, the relationship between time duration of
each phase can be written as:

τ1 + τ2 + τ3 + τ4 = 1, (1)

and the received data signals at UE1 and UE2 can be,
respectively, expressed as:

y1,2 = √
P2,2h12s2,2 +√

P1,2g1s1,2 + n1, (2)

Fig. 1 The system model of the proposed system
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y2,3 = √
P1,3h21s1,3 + n2, (3)

y1,4 = √
P2,4h12s2,4 +√

P1,4g1s1,4 + n1, (4)

y2,4 = √
P1,4h21s1,4 +√

P2,4g2s2,4 + n2, (5)

where yk,i and Pk,i mean the received signal and the trans-
mission power at UEk corresponding to τi, respectively;
hij denotes the channel from UEj to UEi with hij ∼
CN

(
0, σ 2); and gk denotes SI channel at UEk with a static

amplitude and random phase characteristics, i.e.,
∣∣gk
∣∣2 =

σ 2
SI [7]. sk,i means the transmit symbol of UEk correspond-

ing to τi, and nk is the additive white Gaussian noise at
UEk with nk ∼ CN (0,N0). In energy transmission phases
of UE1, i.e., τ1 and τ2, UE2 harvests the energy transmitted
from UE1. At the same time, since SI can be used addi-
tional energy source during τ2, UE2 harvests SI without SI
cancelation. During the phases of not receiving data from
UE2, i.e., τ1 and τ3, UE1 also harvests SI without SI cance-
lation. Then, the harvested energies at UE1 and UE2 can
be, respectively, written as:

Ehar1,1 = τ1ηP1,1
∣∣g1
∣∣2, (6)

Ehar2,1 = τ1ηP1,1|h21|2, (7)

Ehar2,2 = τ2η
(
P1,2|h21|2 + P2,2

∣∣g2
∣∣2
)
, (8)

Ehar1,3 = τ3ηP1,3
∣∣g1
∣∣2, (9)

where Ehark,i is the harvested energy at UEk during τi, and η

means power conversion efficiency.

2.2 Optimization problem for the proposed system
The system energy consumption is the same with the
total energy consumption of UE1. Thus, the system energy
consumption, ET , can be written as:

ET =τ1
(
1 − ησ 2

SI
)
P1,1+τ2P1,2+τ3

(
1 − ησ 2

SI
)
P1,3+τ4P1,4.

(10)

Since total energy consumption of UE2 should not be
larger than the sum of the energies harvested from UE1
and SI, the relationship between the powers of UE1 and
UE2 can be expressed as:

η|h21|2
(
τ1P1,1 + τ2P1,2

) ≥ τ2
(
1 − ησ 2

SI
)
P2,2 + τ4P2,4.

(11)

Assuming that SI is imperfectly canceled in data receiv-
ing phase [16], the achievable rate of each user can be,
respectively, written as:

R1 = τ2log2

(

1 + |h12|
N0 + σ 2

RSI
P2,2

)

+ τ4log2

(

1 + |h12|
N0 + σ 2

RSI
P2,4

)

,
(12)

R2 = τ3log2
(
1 + |h21|

N0
P1,3

)

+ τ4log2

(

1 + |h21|
N0 + σ 2

RSI
P1,4

)

,
(13)

where σ 2
RSI represents the variance of residual

self-interference. The residual self-interference model
can be divided into two cases: the complicated case and
the optimistic case [17–22]. In the complicated case, the
power of residual self-interference is increased with the
transmission power [17, 19]. In the optimistic case, the
power of residual self-interference has constant value
regardless of the transmission power [18, 20–22]. We
assume that the power of residual self-interference is
constant as the optimistic case. Instead, we set the power
of residual self-interference to upper bound of the power
of residual self-interference, i.e., σ 2

RSI = σ 2
SICσ 2

SIPmax
where Pmax is the maximum transmission power of UE.
Since the data transmission of UE2 does not exist during
τ3, there is no residual self-interference during τ3. Then,
the optimization problem to minimize the system energy
consumption can be formulated as follows:

min
P1,τ

ET (14a)

s.t. τ1 + τ2 + τ3 + τ4 = 1, (14b)
Rk ≥ Ck , (14c)
η|hD|2 ((1 − σ 2

SI
)
τ1P1,1 + τ2P1,2

)

≥ τ2
(
1 − ησ 2

SI
)
P2,2 + τ4P2,4, (14d)

τ ≥ 0, (14e)
0 ≤ Pk,i ≤ Pmax, (14f)

where Ck means a target rate of UEk . For convenience,
we set P1 = [

P1,1,P1,2,P1,3,P1,4
]T , P2 = [

0,P2,2, 0,P2,4
]T ,

and τ = [τ1, τ2, τ3, τ4]T . The optimization problem is a
form of linear programming to τ when the powers of
both users are fixed, and the objective function and all
constraint functions are convex about P when τ is fixed.
Therefore, the optimization problem is a bi-convex prob-
lem [23]. However, ACS technique which can be used to
solve a bi-convex optimization problem can obtain a local
minimum. Thus, we propose an iterative scheme to derive
the value close to the global optimum of the proposed sys-
tem in the next section, and the algorithm of the iterative
scheme is given in Table 1.
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Table 1 Algorithm of the proposed iterative scheme for the
optimization of the proposed system

1) set initial point

If Pmax − σ 2
SI(N0+σ 2

RSI)
2 ≥ 0

Let P(1)
1 =

[
0, Pmax, 0

(
2

C2
1−τmin − 1

)
N0+σ 2

RSI
|h21|2

]T

P(1)
2 =

[
0, η|h21|2

1−ησ 2
SI
α

(1)
2 − N0+σ 2

RSI
|h12|2 , 0,η|h21|2α(1)

2 − N0+σ 2
RSI

|h12|2
]T

τ (1) =
[
0, τmin, 0, 1 − τmin

]T

α
(1)
1 = 2

C2
τ3+τ4

{
(1−ησ 2

SI)N0
} τ3

τ3+τ4 (N0+σ 2
RSI)

τ4
τ3+τ4

|h21|2

α
(1)
2 =

(
Pmax − σ 2

SI(N0+σ 2
RSI)

|h21|2|h12|2
)

τmin + N0+σ 2
RSI

η|h21|2|h12|2

τmin = AW
(
(log 2)ey log 2

)−BC log 2
AC log 2

else

Let P(1)
1 =

[
0, Pmax, 0,

(
2

C2
1−τmin − 1

)
N0+σ 2

RSI
|h21|2

]T

P(1)
2 =

[
0, η|h21|2

1−ησ 2
SI
Pmax, 0, 0

]T

τ (1) =
[
0, τmin, 0, 1 − τmin

]T

α
(1)
1 = 2

C2
τ3+τ4

{
(1−ησ 2

SI)N0
} τ3

τ3+τ4 (N0+σ 2
RSI)

τ4
τ3+τ4

|h21|2
α

(1)
2 = Pmax + (N0+σ 2

RSI)(1−ησ 2
SI)

η|h21|2|h12|2
τmin = C1

log2

(
1+ |h12|2

N0+σ2RSI
P2,2

)

2) for k = 1 : kmax

i) Find ∇ET
(
τ (k)

)
, pk , and βk

ii) Let τ (k+1) = τ (k) + βkpk

iii) If
∣∣τ (k+1) − τ (k)

∣∣ < ε

Algorithm terminated. The power and time are set to P(k)
1 , P(k)

2 ,
and τ .

else

Find P(k+1)
1 and P(k+1)

2

3 Power and time optimization tominimize
energy consumption of the proposed system

3.1 Optimal power allocation with fixed τ

Since P1,1 and P1,2 only affect R1, and P1,3 and P1,4 only
affect R2, the optimization problem can be divided into
two parts: UE1 target rate part and UE2 target rate part.
Then, the optimization problem for UE1 target rate can be
written as:

min
P1,P2

τ1
(
1 − ησ 2

SI
)
P1,1 + τ2P1,2 (15a)

s.t. τ1P1,1+τ2P1,2≥τ2

(
1 − ησ 2

SI
)

η|h21|2
P2,2+τ4

1
η|h21|2

P2,4,

(15b)

τ2log2

(

1+ P2,2|h12|2
N0+σ 2

RSI

)

+τ4log2

(

1 + P2,4|h12|2
N0+σ 2

RSI

)

≥C1.

(15c)

Since UE1 only needs to transmit energy as much as
the required energy of UE2 to satisfy C1, we can divide
this optimization problem into two stages. First, the min-
imum energy consumption of UE2 is derived to satisfy
C1 under the assumption that the energy harvested from
UE1 is more than the minimum energy consumption
of UE2. Next, the minimum transfer energy of UE1 is
obtained based on the minimum energy consumption of
UE2. Then, the optimization problem of the first stage can
be expressed as:

min
P2

τ2

(
1 − ησ 2

SI
)

η|h21|2
P2,2 + τ4

1
η|h21|2

P2,4 (16a)

s.t. τ2log2

(

1 + P2,2|h12|2
N0 + σ 2

RSI

)

+ τ4log2

(

1 + P2,4|h12|2
N0 + σ 2

RSI

)

≥ C1. (16b)

If the objective function and all constraints are convex
and the optimization problem has one possible set to
satisfy the KKT conditions, then the feasible set is a global
minimizer [24]. According to the KKT conditions, we can
obtain following equations:

τ2

(
1 − ησ 2

SI
)

η|h21|2
−μ1

(

τ2
|h12|2(

N0 + σ 2
RSI + |h12|2P2,2

)
log 2

)

=0,

(17a)

τ4
1

η|h21|2
−μ1

(

τ4
|h12|2(

N0 + σ 2
RSI+|h12|2P2,4

)
log 2

)

= 0,

(17b)

μ1

(

C1 − τ2log2

(

1 + P2,2|h12|2
N0 + σ 2

RSI

)

−τ4log2

(

1 + P2,4|h12|2
N0 + σ 2

RSI

))

= 0, (17c)

μ1 ≥ 0 (17d)

C1−τ2log2

(

1+ P2,2|h12|2
N0+σ 2

RSI

)

−τ4log2

(

1+ P2,4|h12|2
N0+σ 2

RSI

)

≤0,

(17e)

where μ1 �= 0 since (17a) and (17b) are not satisfied when
μ1 = 0. Then, P2,2 and P2,4 can be expressed in terms ofμ1:

P∗
2,2 = η|h21|2

1 − ησ 2
SI

α2 − N0 + σ 2
RSI

|h12|2
, (18)

P∗
2,4 = η|h21|2α2 − N0 + σ 2

RSI
|h12|2

, (19)

where α2 = μ∗
1

log 2 and μ∗
1 can be obtained by (17c), (18),

and (19) as follow:
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μ∗
1 = 2

C1
τ2+τ4

(
1 − ησ 2

SI
) τ2

τ2+τ4

((
N0 + σ 2

RSI
)
log 2

η|h21|2|h12|2
)

.

(20)

Since the minimum energy consumption of UE2 is
obtained under the condition of (15c), (15a) can be
solved by only considering (15b). To minimize the energy
consumption of UE1, it is efficient that required energy
of UE2 is harvested during τ1 since τ1 is more efficient
than τ2 due to S-ER. However, since the maximum trans-
mission power is limited, all required energy of UE2 may
not be harvested during τ1. In this case, additional energy
harvesting should be done during τ2. Thus, the transmis-
sion powers of UE1 during τ1 and τ2 can be, respectively,
expressed as:

P∗
1,1 = min

(
τ2
(
1 − ησ 2

SI
)
P∗
2,2 + τ4P∗

2,4

τ1η|h21|2
,Pmax

)

, (21)

P∗
1,2= 1

τ2

(

τ2

(
1−ησ 2

SI
)

η|h21|2
P∗
2,2+τ4

1
η|h21|2

P∗
2,4 − τ1P∗

1,1

)

.

(22)

Then, the optimization problem for UE2 target rate can
be written as:

min
P1

τ3
(
1 − ησ 2

SI
)
P1,3 + τ4P1,4 (23a)

s.t. τ3log2

(

1+ P1,3|h21|2
N0

)

+τ4log2

(

1+ P1,4|h21|2
N0 + σ 2

RSI

)

≥ C2, (23b)

using the KKT conditions, P1,3 and P1,4 can be expressed
as:

P∗
1,3 = 1

1 − ησ 2
SI

α1 − N0

|h21|2
, (24)

P∗
1,4 = α1 − N0 + σ 2

RSI
|h21|2

, (25)

where α1 = 2
C2

τ3+τ4
{(
1−ησ 2

SI
)
N0
} τ3

τ3+τ4
(
N0+σ 2

RSI
) τ4

τ3+τ4

|h21|2 . There-
fore, if τ has fixed value, the optimal power allocation to
minimize energy consumption can be written as:

P∗
1 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢
⎣

min
(

τ2
(
1−ησ 2

SI
)
P∗
2,2+τ4P∗

2,4
τ1η|h21|2 ,Pmax

)

1
τ2

(
τ2

(
1−ησ 2

SI
)

η|h21|2 P∗
2,2 + τ4

1
η|h21|2 P

∗
2,4 − τ1P∗

1,1

)

1
1−ησ 2

SI
α1 − N0

|h21|2

α1 − N0+σ 2
RSI

|h21|2

⎤

⎥⎥⎥⎥⎥⎥⎥⎥
⎦

,

(26)

P∗
2=
[

0,
η|h21|2
1 − ησ 2

SI
α2−N0+σ 2

RSI
|h12|2

, 0, η|h21|2α2−N0+σ 2
RSI

|h12|2
]T

.

(27)

3.2 Deriving minimum energy transmission time and
initial point

Since maximum transmission power is limited, τmin
should be guaranteed to satisfy C2. For finding τmin, we
assume that τ1 and τ3 are 0 to securemaximumdata trans-
mission time, and P1,2 takes Pmax since Pmax is available
maximum transmission power of UE1. Then, (11) can be
modified with the assumption that τ1 = τ3 = 0 and
P1,1 = P1,3 = 0 as:

η|h21|2τ2Pmax = τ2
(
1 − ησ 2

SI
)
P2,2 + (1− τ2)P2,4, (28)

and α2 can be written in terms of τ2 by using (27):

α
(1)
2 =

(

Pmax − σ 2
SI
(
N0 + σ 2

RSI
)

|h21|2|h12|2
)

τmin + N0 + σ 2
RSI

η|h21|2|h12|2
.

(29)

The initial point can be derived as two cases according
to the value of A where A = Pmax − σ 2

SI
(
N0+σ 2

RSI
)

|h21|2|h12|2 , because
A < 0 means that P2,4 obtained by (27) is negative value.

3.2.1 Case I: A ≥ 0
We can find τmin by using (17d), (27), and (29):

τmin = AW
((
log 2

)
ey log 2

)− BC log 2
AC log 2

, (30)

where B = N0+σ 2
RSI

η|h21|2|h12|2 , C = log2
(

1
1−ησ 2

SI

)
, D =

log2
(

η|h21|2|h12|2
N0+σ 2

RSI

)
− C1, y = log2

C
A + BC

A − D, andW (•)

means Lambert W function. Then, we can derive the
initial point based on τmin as follows:

τ (1) = [
0, τmin, 0, 1 − τmin

]T , (31)

P(1)
1 =

[
0, Pmax, 0

(
2

C2
1−τmin − 1

)
N0+σ 2

RSI
|h21|2

]T
, (32)

P(1)
2 =

[
0, η|h21|2

1−ησ2
SI

α
(1)
2 − N0+σ2

RSI
|h12|2

,0,η|h21|2α(1)
2 − N0+σ2

RSI
|h12|2

]T
, (33)

α
(1)
1 = 2

C2
τ3+τ4

{(
1 − ησ 2

SI
)
N0
} τ3

τ3+τ4
(
N0 + σ 2

RSI
) τ4

τ3+τ4

|h21|2
, (34)

α
(1)
2 =

(

Pmax− σ 2
SI
(
N0 + σ 2

RSI
)

|h21|2|h12|2
)

τmin + N0 + σ 2
RSI

η|h21|2|h12|2
. (35)
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3.2.2 Case II: A < 0
A < 0 means the optimal value of P2,4 from (27) is neg-
ative, but all power values should not be smaller than 0.
Thus, we take P2,4 = 0, and all harvested energy is used in
τ2. Then, P2,2 can be obtained by (28):

P2,2 = η|h21|2
1 − ησ 2

SI
Pmax, (36)

and τmin can be also derived based on (17d),

τmin = C1

log2
(
1 + |h12|2

N0+σ 2
RSI

P2,2
) . (37)

Then, the initial point of this case can be expressed as:

τ (1) = [
0, τmin, 0, 1 − τmin

]T , (38)

P(1)
1 =

[
0, Pmax, 0,

(
2

C2
1−τmin − 1

)
N0+σ 2

RSI
|h21|2

]T
, (39)

P(1)
2 =

[
0, η|h21|2

1−ησ 2
SI
Pmax, 0, 0

]T
, (40)

α
(1)
1 = 2

C2
τ3+τ4

{(
1 − ησ 2

SI
)
N0
} τ3

τ3+τ4
(
N0 + σ 2

RSI
) τ4

τ3+τ4

|h21|2
,

(41)

α
(1)
2 = Pmax +

(
N0 + σ 2

RSI
) (
1 − ησ 2

SI
)

η|h21|2|h12|2
. (42)

3.3 Iterative scheme based on line search method
As mentioned before, since ACS technique obtains a local
minimum, we propose an iterative scheme to derive a
value close to global optimum. In proposed scheme, τ

is updated iteratively based on the line search method
using gradient of ET about τ [24]. Then, the kth τ can be
expressed as:

τ (k+1) = τ (k) + βkpk , (43)

where τ (k) means updated τ at the kth iteration, pk
denotes a search direction vector, and βk is the magnitude
of �τ (k) = τ (k+1) − τ (k). To minimize ET , τ should be
varied from the direction of the maximum partial deriva-
tive to that of the minimum partial derivative, because the
maximum partial derivative means that the increase of ET
is minimum when the duration of the corresponding τ is
decreasing. Thus, pk can be set as follows:

pk =

⎧
⎪⎪⎨

⎪⎪⎩

1 i∗ = min
i

∂ET
∂τi

−1 j∗ = max
j

∂ET
∂τj

0 otherwise

. (44)

Without loss of generality, P1,1 can be fixed to Pmax
before deriving the gradient of ET . Since data transmission
is not performed during τ1 and the relationship between
power and time is linear, minimizing τ1 is efficient in the
aspect that it maximizes the available data transmission

time. Thus, the gradient of ET over τ1 can be obtained by
the condition that the required energy to satisfy C1 should
not be varied:

∂ET
∂τ1

= (
1 − ησ 2

SI
)
Pmax + τ2

∂P1,2
∂τ1

, (45)

where the partial derivatives of P1,3 and P1,4 can be
ignored since these do not affect to C1. Then, the partial
derivative of P1,2 can be written using (11):

∂P1,2
∂τ1

= −Pmax
τ2

. (46)

Since the magnitude of P1,1 is fixed to Pmax, P1,2 can
be represented by the function of the power of UE2 using
(11). Then, the gradient of ET about τ can be expressed
using (10) and (11):

∇ET =
[

−ησ 2
SIPmax,

1 − ησ 2
SI

η|h21|2
P2,2 + τ2

1 − ησ 2
SI

η|h21|2
∂P2,2
∂τ2

,

(
1 − ησ 2

SI
)
P1,3 + τ3

(
1 − ησ 2

SI
) ∂P1,3

∂τ3
,

1
η|h21|2

P2,4 + P1,4 + τ4

(
1

η|h21|2
∂P2,4
∂τ4

+ ∂P1,4
∂τ4

)]
.

(47)

To obtain each partial derivative of (47), we assume that
the rates of both UEs are not varied by τ :

∂Rl
∂τi

= 0, l = 1, 2. (48)

This means that if τi is varied, the power corresponding
to τi is also varied to satisfy target rate. By using (12), (13),
(26), (27), and (48), ∇ET can be expressed in terms of α1
and α2.

∇ET = [−ησ 2
SIPmax,

α2 −
(
N0 + σ 2

RSI
) (
1 − ησ 2

SI
)

η|h21|2|h12|2
− α2 log

(
η|h21|2|h12|2(

N0 + σ 2
RSI
) (
1 − ησ 2

SI
)α2

)

,

α1 − N0
(
1 − ησ 2

SI
)

|h21|2
− α1 log

(
|h21|2

N0
(
1 − ησ 2

SI
)α1

)

,

α1 − N0 + σ 2
RSI

|h21|2
− α1 log

(
|h21|2

N0 + σ 2
RSI

α1

)

+

α2 − N0 + σ 2
RSI

η|h21|2|h12|2
− α2 log

(
η|h21|2|h12|2
N0 + σ 2

RSI
α2

)]

(49)

Since the sum of the phases involved in energy transfer,
i.e., τ1 + τ2, should not be smaller than τmin, pk cannot be
updated in the direction in which τ1 + τ2 becomes smaller
than τmin. Therefore, the direction finding procedure for
updating pk can be expressed as Table 2.
The proposed scheme updates τ considering the varia-

tion of P1 and P2 contrary to ACS.∇ET can be considered
as the difference between the local optimums correspond-
ing to adjacent τ values. Thus, the energy consumption of
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Table 2 The direction finding procedure for updating pk
If τ

(k)
1 + τ

(k)
2 = τmin, j∗ = max

j

∂ET
∂τj

, where j∗ ∈ {1, 2}

i∗ = min
i

∂ET
∂τi

, where i ∈ {1, 2}

else

j∗ = max
j

∂ET
∂τj

, where j ∈ [1, 4]

i∗ = min
i

∂ET
∂τi

, where i ∈ [1, 4]

end

kth updated τ can be considered as the lowest local opti-
mum among adjacent local optimums at the kth iteration.
Also, the saturated point of the proposed iterative scheme
can be explained by using the Hessianmatrix of the energy
consumption:

H =

⎡

⎢⎢⎢⎢⎢⎢
⎣

∂2ET
∂τ 21

0 0 0

0 ∂2ET
∂τ 22

0 0

0 0 ∂2ET
∂τ 23

0

0 0 0 ∂2ET
∂τ 24

⎤

⎥⎥⎥⎥⎥⎥
⎦

, (50)

and the second-order partial derivatives are given by:

∂2ET
∂τ 21

= 0, (51)

∂2ET
∂τ 22

= α2
τ2

{

log
(

η|h21|2|h12|2(
N0 + σ 2

RSI
) (
1 − ησ 2

SI
)α2

)}2

,

(52)

∂2ET
∂τ 23

= α1
τ3

{

log
(

|h21|2
N0
(
1 − ησ 2

SI
)α1

)}2

, (53)

∂2ET
∂τ 24

= α1
τ4

{

log
(

|h21|2(
N0 + σ 2

RSI
)α1

)}2

+ α2
τ4

{

log
(

η|h21|2|h12|2(
N0 + σ 2

RSI
) α2

)}2

. (54)

Since α1 > 0, α2 > 0, and τi ≥ 0, each second-partial
derivative is not less than 0. This means that Hessian
matrix about τ is positive semi-definite even if P1 and P2
are variables about τ . Therefore, the energy consumption
according to local optimum sets which are obtained by the
proposed iterative scheme is convex about τ , the solution
of the proposed scheme can saturate to the value close to
global optimum.
Next, βk should be derived for updating τ . βk decides

the convergence gap ε and the number of iterations up to

saturation. ET can be modified the approximated objec-
tive function as Taylor series.

ET (τ ) ≈
ET
(
τ (k)

)
+ ∇ET

(
τ (k)

) (
τ − τ (k)

)

+ 1
2

(
τ − τ (k)

)T∇2ET
(
τ (k)

) (
τ − τ (k)

)
, (55)

where ∇2ET
(
τ (k)) is Hessian matrix of ET at τ (k) and the

higher order terms are ignored. Then, ET
(
τ (k+1)) is:

ET
(
τ (k) + βkpk

)
≈ ET

(
τ (k)

)
+ ∇ET

(
τ (k)

)
βkpk

+ 1
2
βkpTk ∇2ET

(
τ (k)

)
βkpk .

(56)

Since pk is the direction toward to decreasing the total
energy consumption and ET

(
τ (k+1)) ≤ ET

(
τ (k)),

∇ET ,min
(
τ (k)

)
βk − ∇ET ,max

(
τ (k)

)
βk

+ 1
2
β2
k
(∇2ET ,min + ∇2ET ,max

) ≤ 0,

(57)

where the direction of maximum partial derivative is
− 1, that of minimum partial derivative is 1, and oth-
ers are 0. ∇ET ,min

(
τ (k)) and ∇2ET ,min

(
τ (k)) mean partial

and second partial derivatives at τ (k) corresponding to
i∗, respectively, and ∇ET ,max

(
τ (k)) and ∇2ET ,max

(
τ (k))

denote partial and second partial derivatives at τ (k) corre-
sponding to j∗, respectively. Then the scaling factor βk can
be expressed as:

βk ≤ 2
(∇ET ,max

(
τ (k))− ∇ET ,min

(
τ (k)))

∇2ET ,max
(
τ (k)

)+ ∇2ET ,min
(
τ (k)

) . (58)

Since all components of τ cannot be smaller than 0, the
upper bound of βk should be defined as:

βk =min
(

γ × τj∗ ,
2
(∇ET ,max

(
τ (k))− ∇ET ,min

(
τ (k)))

∇2ET ,max
(
τ (k)

)+ ∇2ET ,min
(
τ (k)

)

)

,

(59)

where γ × τj∗ is an upper bound to prevent βk from
becoming larger than τj∗. The proposed optimization
scheme can obtain a value close to global optimum, since
the Hessian matrix of ET about τ is positive semi-definite.

4 Simulation results
In this section, we discuss the pros and cons of the pro-
posed system compared with the conventional SWIPT
systems. We set the path loss exponent as 2, N0 =
−70 [ dBm], Pmax = 23 [ dBm], and η = 0.5 [22, 25, 26].
We set ε = 10−2, γ = 0.1, and kmax = 1000 for the
iterative scheme.
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Figure 2 shows the convergence of the proposed scheme
compared to ACS where σ 2

SIC = −100 [dB]. The val-
ues of the exhaustive search are derived by comparing all
local minimums when τ is fixed. In exhaustive search, the
difference of each fixed τ between adjacent local mini-
mums is set 0.05. This means that the difference between
the global optimum point and the point of the exhaus-
tive search is smaller than 0.05, i.e.,

∣∣τ opt − τ exh∣∣ ≤ 0.05,
where τopt is the global optimum point of τ and τ exh

denotes the nearest point to τopt among local minimums
of the exhaustive search. In ACS scheme, linear program-
ming is used to derived local minimum when P1 and P2
are fixed, and the KKT conditions are used to find local
minimum when τ is fixed. It is shown that the perfor-
mance of the proposed iterative optimization scheme is
almost the same as the performance of the exhaustive
search. In contrast to the proposed scheme, the results of
ACS cannot obtain the value similar to exhaustive search
since ACS technique cannot assure global optimum. Also,
we can see that the performance of ACS depends on the
initial points. The performance of ACS with the proposed
initial point is similar to that of the proposed scheme
in low σ 2

SI region because the efficiency of S-ER is triv-
ial in low σ 2

SI region. This means that the initial point
obtained in Section 3.2 is close to the optimal value since
simultaneous transmission is more efficient than S-ER.
However, the optimal point is far from the initial point
obtained by Section 3.2 when σ 2

SI is large since the per-
formance difference between the exhaustive search and

ACS with the proposed initial point becomes large for
larger σ 2

SI.
Figure 3 shows the minimum energy consumption

of various systems according to σ 2
SI. Half-duplex (HD)

SWIPT system can be considered as a system with τ4 =
0, P1,2 = 0, and σ 2

RSI = 0 in Fig 1. Also, FD SWIPT
system can be treated as a system considering only τ2
and τ4 in Fig 1. It can be seen that the proposed system
and FD system have almost the same energy consump-
tion while HD system has the worst performance in low
σ 2
SI region, because the effectivenesses of S-ER and resid-

ual self-interference are trivial. This means that most
of the transmission time is used for simultaneous data
transmission in the proposed system, and the time allo-
cation of the proposed system is almost the same with
FD system. Therefore, the energy consumption of FD sys-
tem is similar to that of the proposed system in low σ 2

SI
region. In the case of HD system, however, simultane-
ous data transmission time is not assigned. This causes an
increase of transmit power to achieve target rates of both
users; thus, the energy consumption of HD system has
the largest value. However, the performance gap between
FD system and HD system is decreased as σ 2

SI becomes
larger. It is because the efficiency of S-ER increases as σ 2

SI
becomes larger in HD system, and the performance loss
due to residual self-interference occurs in FD system. In
HD system, the reduction rate of the energy consumption
is the largest since S-ER is operated in all transmission
phase. On the other hand, the reduction rate of the energy
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Fig. 2 Convergence of the proposed scheme compared to ACS. C1 = C2 = 1 [ bps/Hz], D = 10 [m]
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Fig. 3 Total energy consumptions of various systems according to σ 2
SI. C1 = C2 = 1 [ bps/Hz], D = 10 [m]

consumption of FD system is the smallest because S-ER
is only implemented during one phase. Also, the effect
of residual self-interference cannot be ignored. Thus, the
energy consumption of HD system is less than that of FD
system if the magnitude of σ 2

SI is larger than − 5 [dB] and
− 6 [dB] when σ 2

SIC = −100 [ dB] and σ 2
SIC = −70 [dB],

respectively. Similarly, the performance gap between the
proposed system and FD system increases as the magni-
tude of σ 2

SI grows. In the proposed system, most of the
transmission time is assigned to simultaneous data trans-
mission phase when the magnitude of σ 2

SI is small since
the efficiency of simultaneous data transmission is higher
than that of S-ER. However, time allocation to S-ER phase
is increased as the efficiency of S-ER becomes higher,
whichmakes the energy consumption of the proposed sys-
tem more efficient than that of FD system. In the case of
σ 2
SIC = −70 [ dB], the performance of the proposed sys-

tem is lower than that of HD system because the power of
the residual self-interference is fixed to the upper bound
level. Ideally, the time allocation to τ1 is increased, and
most of the harvesting energy of UE2 is transferred during
τ1 as σ 2

SI become larger. This means that the transmis-
sion power of UE1 during τ2 becomes smaller. However,
since the power of the residual self-interference is not var-
ied keeping upper bound value, the performance of the
proposed system is lower than that of HD system in high
σ 2
SI region if sufficient self-interference cancelation is not

conducted.
Next, we discuss the effect of Pmax, and the simu-

lation result is shown in Fig. 4. It can be seen that

the energy consumption of HD system is decreased
as Pmax becomes larger because HD system has the
phase where only energy transmission is operated. Since
the length of this phase is reduced as Pmax becomes
larger, available data transmission time can be increased,
and it decreases the required energy for data transmis-
sion. Therefore, the energy consumptions of HD sys-
tem decreases as Pmax becomes larger. This tendency
is also shown in the proposed system with σSIC =
−100 [ dB]. However, the energy consumption of FD sys-
tem where σSIC = −100 [ dB] does not change according
to Pmax because FD system does not have an energy
transfer only phase. Also, the length of the transmis-
sion time corresponding to each phase is dependent
to data transmission rather than energy transfer. Thus,
decreasing energy transmission time by increasing Pmax
does not affect the variation of the length of each
phase in FD system. In the case of σ 2

SIC = −70 [ dB],
both energy consumption of the proposed system and
FD system are increased as Pmax becomes larger. Since
the variance of the residual self-interference is affected
by Pmax, the performance degradation occurs in both
system if sufficient self-interference cancelation is not
conducted.
Figure 5 shows the total energy consumption accord-

ing to target rate where σ 2
SI = −2 [ dB]. It can be seen

that the increase of the energy consumption according to
target rate is largest in HD system, because simultane-
ous data transmission phase does not exist in HD system.
Thus, the energy consumption of HD system is less than
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Fig. 4 Total energy consumptions of various systems according to Pmax. C1 = C2 = 1 [ bps/Hz], σ 2
SI = −4 [ dB], and D = 10 [m]

that of FD system when target rate is 2.5 [ bps/Hz], but
the energy consumption of HD system is greater than that
of FD system when target rate is larger than 4 [ bps/Hz].
In low target rate region, S-ER phase is more efficient
than simultaneous transmission phase since σ 2

SI is large.

However, simultaneous data transmission is more effi-
cient than S-ER because energy consumption increases
exponentially as target rate become higher. Thus, the per-
formance reversal between HD and FD systems occurs.
On the other hand, the proposed system has the lowest

Fig. 5 Total energy consumptions of various systems according to target rate. σ 2
SI = −2 [ dB], D = 5 [m]
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energy consumption in all target rate region, because the
proposed system can efficiently allocate the time using
both S-ER phase and simultaneous data transmission
phase.

5 Conclusions
In this paper, we propose the TS-based FD SWIPT sys-
tem in D2D communication system to minimize total
energy consumption where S-ER is implemented at both
users. Harvesting SI is more efficient than simultaneous
data transmission when the magnitude of SI is suffi-
ciently large. Thus, S-ER operating phases are combined
in the proposed system, and this enables efficient time and
power allocation. To minimize total energy consumption,
we optimize transmission time and power correspond-
ing to each phase under target rate constraints. Also,
in contrast to the previous power minimization prob-
lems, we limit maximum transmission power of users
to reflect practical limitation. First, we show the opti-
mization problem of the proposed system is bi-convex
problem, and the optimal power allocation scheme is
proposed when the transmission time of each dura-
tion is fixed. Though ACS can be applied to solve
the conventional bi-convex problem, it can give only a
local optimum solution. Thus, we proposed the itera-
tive algorithm to derive a better solution based on the
line search method. Numerical results showed the pro-
posed system gives better performance compared with
the conventional SWIPT systems. However, since the pro-
posed system is limited to single D2D pair, it needs to
expand to general multiple D2D pairs system by con-
sidering the different interference patterns from each
D2D pair.

6 Methods/Experimental
The purpose of this study is to minimize the system con-
sumption energy. The system consists of two FD users
where imperfect self-interference cancelation is assumed.
The channels between each user are assumed as Rayleigh
fading channel, and the self-interference channel of each
user is assumed as random variable with static amplitude
and random phase. The simulation results of the con-
ventional schemes and exhaustive search are derived by
comparing all local minimum when τ is fixed, and each
local minimum is derived by using optimal power allo-
cation scheme which is introduced in Section 3.1. HD
SWIPT system can be considered as the proposed system
with τ4 = 0, P1,2 = 0, and σ 2

RSI = 0. Also, FD SWIPT sys-
tem can be treated as a system set to τ1 = 0 and τ3 = 0 in
the proposed systemmodel. In the process of finding each
local minimum, the difference of each fixed τ between
adjacent local minimums is set to 0.05. This means that
the difference between the global optimum point and the
point of the exhaustive search is smaller than 0.05, i.e.,

∣∣τopt − τ exh∣∣ ≤ 0.05. Since the feasible set may not exist
due to the limitation of maximum transmission power, we
take the system parameters which make the feasibility of
all schemes close to 1. Also, if any of the entire systems
has no feasible set, the results of its instantaneous channel
model are excluded fromMonte Carlo simulations.
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