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Abstract

Two methods for improving the detection performance of neural networks are introduced in this paper, multi-
feature map detection and multi-branch convolution structure. The former is to analyze the features of each
convolution layer in the network separately, because these features have different resolutions and correspond to
objects of different sizes. Finally, the comprehensive judgment of the analysis results can give better consideration
to the overall situation and improve the accuracy of detection. The multi-branch convolution structure uses
convolutions of different sizes on multiple branches to process input in parallel, and these branches are
independent of each other. Finally, the feature maps corresponding to different receptive fields from each branch
are combined and analyzed comprehensively. In this paper, the application process of the above two methods is
described in combination with classical neural networks, such as the single shot multibox detector (SSD) and
receptive field block (RFB) net.
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1 Introduction

Neural network has been widely concerned since it was
proposed. Based on the deepening understanding of the
delicate working process of the human visual system,
experts have developed many network versions whose
performance has been continuously improved. After a
convolutional neural network was proposed, it has
entered a new stage. Improving network accuracy has
always been a common concern [1]. The key point is to
improve the speed of network operation and the preci-
sion of detection as much as possible, but often the two
are not balanced. Supposing that we increase the depth
and breadth of the network to improve the accu-
racy immoderately, then too much computation will ser-
iously affect the detection speed of the network and vice
versa. In view of this contradiction, scholars have pro-
posed many methods to improve the performance of
the network, including the multi-feature map detec-
tion and the multi-branch convolution structure.
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The main idea of multi-feature map detection is to
detect the feature maps obtained from convolution
layers of different sizes separately and then judge all the
detection results synthetically, so as to get the best out-
put. SSD network is a typical case of multi-feature map
detection, which is improved on the basis of VGG16
network. It has been found that it can improve the run-
ning speed of the network while ensuring the accuracy
and has been widely used [2]. In the third part of this
paper, we will introduce multi-feature map detection
combined with the SSD Net. The multi-branch convo-
lution structure uses different size convolution layers to
detect the input synchronously and then aggregates and
analyses the results obtained on each convolution
branch. The typical network using this structure is the
inception network, which will be introduced in detail in
the fourth part of this paper.

RFB Net is a representative network which combines
multi-feature map detection with multi-branch convo-
lution structure. It was proposed by experts after being
inspired by the relationship between the size and the
eccentricity of the receptive field in the human retina. This
network is composed of RFB modules with multi-branch
convolution structure on the basis of SSD Net. It has been
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proved that it can improve the detection accuracy while
maintaining the speed [3]. The fifth part of this paper will
take RFB Net as an example to explain the comprehensive
application process of multi-feature map detection and
multi-branch convolution structure.

2 Base net—VGG16 network

Most of the neural networks using multi-feature graph
detection method and multi-branch convolution struc-
ture mentioned in this paper take VGG16 as the basic
network and then add an auxiliary network. Therefore,
in this section, the VVG16 network is introduced briefly
at first.

VGG16 network is a very deep convolutional network,
which was proposed by Karen Simonyan and Andrew
Zisserman. Initially, they wanted to verify whether the
depth of the network was proportional to its accuracy.
Continuous testing eventually led to the realization of
the VGG16 network, and the answer was affirmative.
VGG16 is a very classical network in the development of
neural network. Many of the networks used for target
recognition are improved on the basis of VGG16 net-
work, such as SDD and the RFB network mentioned in
this paper. Most of the basic networks used in the early
stage of these networks are based on VGG16.

As the name implies, the network structure of VGG16
has 16 layers, including 13 convolution layers and 3 fully
connected layers. As shown in Fig. 1, the front end of
the whole network is a combination of convolution layer
and pooling layer, and the end is three fully connection
layers in turn. All the convolution layers adopt a convo-
lution core of 3 x 3 size instead of a convolution core of
gradually increasing size. In this way, the number of
parameters can be reduced, so that the computation of
the network can be reduced and the detection speed can
be improved. Why do experts take this approach? As we
all know, convolution network extracts some features of
an image by convolution operation of input image and
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equivalent to a filter, and the image features filtered by
different filters are widely divergent. Therefore, the par-
ameter setting of convolution core is very important,
and the number of parameters directly determines the
calculation of the whole network. For example, under
the same conditions (assuming the proportion of chan-
nels is C), two connected 3 x 3 convolution layers need
to initialize weights of 2 x (3 x 3) x C=18C, while a 5x 5
convolution layer needs to initialize weights of 5 x5 x C
=25C, which increases by 39%. Similarly, it can be cal-
culated that a 7 x7 convolution layer needs weights of
81% more than three connected 3 x 3 convolution layers.
Therefore, in VGG16, two cascades of 3 x 3 convolution
layers are used instead of 5 x 5, because they cannot only
achieve the same effect but also reduce the compu-
tational complexity. Similarly, the 7 x 7 convolution layer
can be replaced by three 3 x 3 convolution cascades.

Therefore, not every convolution layer is followed by a
pooling layer. As shown in Fig. 1, there are five pooling
layers in VGG16 network. Each pooling layer is
associated with its front-end convolution heap. For ex-
ample, the combination of C1, C2, and P1 is equivalent
to a 5 x 5 convolution core connected to a pooling layer,
or C5, C6, and C7 combined with P3 achieve the effect
of the combination of a 7 x7 convolution layer and a
pooling layer. From this point of view, VGG16 can also
be regarded as a neural network with an increasing con-
volution core, but its computational complexity is
greatly reduced.

All in all, VGG16 is a very classical deep convolu-
tion network, which has been widely used in the field
of visual representation. The next few networks are
improved on the basis of VGG16. If you want to get
the training and testing process of VGG16 network,
please refer to [4].

3 Multi-feature map detection
Through the validation of experts, the detection accuracy

convolution core. The convolution core here is of the network can be improved by expanding the depth
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Fig. 1 Network structure of VGG16. Among them, C1-C13 represents convolution layer, P1-P5 represents pooling layer, and FC1-FC3 represents
full connection layer. C1 and C2 as a whole can be regarded as Conv1 of 5x 5 convolution layer, C5; C6, and C7 as a whole as Conv3 of 7 x 7
convolution layer; and so on. There are some hidden layers in the network structure, which will not be discussed here. Please refer to [4] for

all information
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of the network, that is, increasing the number of convolu-
tion layers. In traditional deep convolution networks, the
feature map obtained from the last convolution layer is
analyzed. In some cases, some details will be omitted,
which will affect the final detection accuracy. Multi-fea-
ture map detection can effectively avoid this problem. Its
main idea is to analyze the features of each convolution
layer in the network separately, and then to determine the
best output of all the results obtained. This method de-
tects the feature maps corresponding to different receptive
fields separately, and obtains the results with different
resolutions. It can take into account the details when
processing the whole image, so that smaller objects can
also be detected well, thus improving the detection
accuracy of whole network.

SSD network is a typical convolution network using
multi-feature map detection, which is improved on the
basis of VGG16 network. Neural network framework
can be divided into two kinds: two-stage detection and
one-stage detection. The former includes region pro-
posal, which reduces the detection speed, while the latter
omits this step and processes the whole input image
directly, so the network running speed is naturally im-
proved. SSD belongs to the latter, that is, it only uses a
single deep convolution network. At present, the detec-
tion accuracy of perfect two-stage convolution network
is very high, but its speed is not very ideal, while SSD
network can significantly improve the detection speed
on the basis of maintaining the same accuracy, so it can
be used in real-time detection field.

Figure 2 shows the basic structure of SSD network,
which is a typical network using multi-feature map
detection. It can be divided into two parts: basic network
and auxiliary network. Among them, the basic network
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adopts the general structure of VGG16 network, only on
the basis of which some changes have been made. The
original 13 convolution layers have not changed:
Convl_1-Conv5_3 in Fig. 2 correspond to C1-C13 in
Fig. 1, respectively; the main changes occur in the full
connection layer. The first two full connection layers are
transformed into convolution layers, that is, from FC1
and FC2 in Fig. 1 to Conv6 and Conv7 in Fig. 2, while
the last full connection layer (FC3 in Fig. 1) is deleted.
Following the basic network is the auxiliary network,
which is the most distinctive part of SSD.

As can be seen from Fig. 2, the auxiliary network is a
series of convolution layers, and the size of the layers is
gradually reduced. In this way, the receptive field cor-
responding to each node in the feature map after each
convolution naturally decreases. Therefore, many feature
maps with different proportions can be obtained from
the auxiliary network. If these feature maps are detected
by convolution separately, the results will be different in
resolution [5]. Finally, these results are superimposed
and screened to get the best one, which is the main idea
of multi-feature map detection.

Among other neural networks such as VGG16, feature
detection is usually carried out on the feature map
obtained at the last layer of the network, while SSD
detects several feature maps generated during the operation
of the network separately. As shown in Fig. 2, SSD uses
convolution layers of different sizes to detect the feature
maps of Conv4 3, Conv7, Conv8_2, Conv9_2, Conv10_2,
and Convll_2, respectively. The final result is obtained by
summing up the results obtained at each level and judging
them. A series of fixed default boxes are pre-correlated on
each feature map. After the detection of the convolution
layer (i.e. the top convolution in Fig. 2), the default box
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Fig. 2 The network structure of SSD. It adds auxiliary network and top convolution layer to the basic network improved by VGG16 and detects
the features of different sizes of feature maps, which improves the accuracy of the network
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closest to the shape of the object is selected and adjusted to
output as the object’s boundary box. At the same time, the
probability that the object exists in the boundary box and
the offset of the boundary box from the original default box
will be the output [6]. Therefore, the output from the top
convolution is a series of boundary boxes. After summariz-
ing these boundary boxes, the detection results closest to
the object can be selected through non-maximum suppres-
sion [7]. It can be seen that there are many top convolu-
tion operations in SSD, that is, the method of
multi-feature map detection is adopted. This is because
the feature maps obtained by different convolution ker-
nels correspond to different receptive fields, so the de-
tection results at the same location in different feature
maps are not identical. The bigger the size of feature
map, the better the processing of the whole image, but
the details cannot be well reflected. Therefore, using
different sizes of feature map to detect synchronously,
we can take into account the size differences of differ-
ent objects in a picture, so as to achieve a better detec-
tion effect.
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Through the introduction of SSD network, we can
understand the main process of multi-feature map detec-
tion more concretely, which has a very positive impact on
improving the accuracy of the network, proving that it is a
very effective detection method. For more specific training
and testing process about SSD, please refer to [2].

4 Multi-branch convolution

The main idea of multi-branch convolution structure is
to use convolutions of different sizes to process input in
parallel. There are many convolution branches in the
structure, and the convolution size on each branch is
different. When the network runs, each branch will
convolute with the input map independently at the same
time and finally aggregate the results of each branch.
Next, an example is given to illustrate the operation
process of the structure.

The inception module in the inception network is a
typical representative of multi-branch convolution struc-
ture. The inception network composed of the inception
module has achieved good results in the 2014 ILSVRC
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Fig. 3 The structure of the Inception module. a A four-branch convolution structure. b Obtained by replacing 5 x 5 convolution in a with 3x 3
convolution in two cascades. ¢ Replaced by 3 x 3 convolution in b with 1 x 3 convolution and 3 x 1 convolution cascade
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(Large Scale Visual Recognition Challenge), whose most
prominent feature is the use of the inception module.
The basic structure of the inception module is shown in
Fig. 3. It can be seen that it is a multi-branch convolu-
tion structure, and each module consists of four
branches. The inception module initially proposed is
shown in Fig. 3a, which contains four branches: a 1 x 1
convolution branch, a 1 x 1 convolution plus 3 x 3 con-
volution branch, a 1 x 1 convolution plus 5 x 5 convolu-
tion branch, and a pooling layer plus 1 x 1 convolution
branch. The input feature map is processed by four
branches and the results are jointly entered into the
filter combiner to get the final output.

It can be noted that 1 x 1 convolution is basically used
in each branch of the inception module. The purpose of
this is to reduce the number of channels in the feature
map, that is, to reduce the dimension. In the “Base net—
VGG16 network” section, we point out that in order to
reduce the computational complexity of VGG16 network,
two cascaded 3 x 3 convolutions can be used instead of
one 5x5 convolution and three cascaded 3 x 3 convo-
lutions can be used instead of one 7 x 7 convolution. The
inception module also uses this method to improve the
network, so as to get the structure shown in Fig. 3b, which
replaces the 5 x 5 convolution layer with two cascaded 3 x
3 convolutions [8]. Figure 3c is improved on the basis of
Fig. 3b, in which 1 x 3 convolution and 3 x 1 convolution
cascade are used to replace 3 x3 convolution layer.
Assuming that for any # x n convolution layer, 1 x # con-
volution and 7 x 1 convolution cascade are used instead, it
can be found that the computational complexity is
reduced by (1 x n - 2 x n)/n x n times. It can be concluded
that when the value of # is greater than 2, the total amount
of calculation will be reduced, which is very important for
the network. Therefore, in the Inception Module shown in
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Fig. 3¢, all n x n convolution layers are replaced by 1 x n
convolution and # x 1 convolution cascade, thus reducing
the computational complexity. For training and testing de-
tails of inception network, please refer to [9, 10].

5 The Synthetical application

The main ideas and application examples of multi-feature
graph detection and multi-branch convolution structure
are explained in the above two parts. It can be seen that
these two methods are very helpful to improve network
performance. At present, the idea of applying the above
two methods to neural networks has been realized, and
RFB Net is one of them. Practice has proved that the net-
work performance has been better optimized, that is, it can
maintain high-speed detection while improving accuracy.

RFB Net is a new convolution neural network pro-
posed by Liu et al [3]. It is improved by SSD network,
which mainly simulates the relationship between the size
and eccentricity of receptive fields of cells in human
visual system. As mentioned earlier, researchers have
found that a series of cells in the visual cortex are asso-
ciated with different size areas of the retina, called the
receptive field of the cells. When the receptive field is
stimulated, the activity of the related cells will be
activated. Through continuous research, scholars have
found that the size of receptive field is proportional to
the eccentricity, and tried to embody this rule in the
neural network, resulting in RFB Net. After testing, it has
been proved that RFB Net can improve the operation
accuracy while maintaining the detection speed.

RFB Net integrates multi-branch convolution module
and multi-feature feature map detection, that is, it adds
multi-branch convolution module similar to the in-
ception network on the basis of retaining multi-feature
map detection of SSD network, as shown in Fig. 4. By
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Fig. 4 The network structure of RFB Net. Conv8, Conv9, and the top convolution layer in Fig. 2 are replaced with RFB module, and connected
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comparing with Fig. 2, we can find that the RFB module
in RFB Net replaces a part of the front-end convolution
layer and the top convolution detection layer in SSD
network, so the RFB module is the most important part.
Figure 5 shows the basic structure of the RFB module.
Through observation, it can be found that the structure
of the RFB module is very similar to the inception mo-
dule mentioned in the “Multi-branch convolution” sec-
tion, which is also a multi-branch convolution structure.
However, compared with the inception module, each
branch end of the RFB module adds a convolution layer
of different rate to become the dilated convolution layer.
This is because the size of convolution layer at the end
of the branch in inception module is constantly

expanding, which only corresponds to the different size
of receptive field in human brain and cannot reflect the
proportional relationship with eccentricity. Therefore, it
is considered that all branches correspond to the same
centrifugal rate, that is, all branches are detected in the
same center. The relationship between the size of RFs
and the centrifugal rate can be achieved by adding diffe-
rent rates of dilated convolution layer in the RFB
module. That is, the multi-branch convolution layer with
different sizes is used to simulate the RFs of multiple
sizes in the human visual system, while the dilated
convolution layer immediately following reflects the
eccentricity. In addition, shortcut is also added to the RFB
module, which is not discussed here. See [11] for details.
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convolution in Fig. 5, and 1 x 3 convolutions and 3 X 1 convolution cascades are used to replace the 3 x 3 convolution layer in Fig. 5. The
computational complexity is reduced while the smaller RFs in the shallow retinal map are simulated
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As shown in Fig. 6, the basic idea of the improved
RFB-s module based on the basic RFB module is still to
use small convolution layer cascade instead of large con-
volution, thus reducing the computational complexity.
As mentioned in the section 4, two cascaded 3 x 3 con-
volutions are used instead of a 5x5 convolution, and
1 x 3 convolutions and 3 x 1 convolution cascades are
used instead of 3 x 3 convolutions, so the smaller RFs in
the shallow human retinal mapping are simulated here.
As shown in Fig. 4, the RFB-s module is used to detect
the feature map obtained by conv4-3.

After introducing the RFB module, we can have a good
understanding of REB Net. By comparing Fig. 4 with Fig. 2,
it can be found that the network structure of RFB Net
basically follows the main framework of SSD network and
still adopts the structure of basic network plus auxiliary
network. The main changes occur in the following: (1) RFB
Net replaces Conv8 and Conv9 in SSD network with RFB
module and (2) all the top convolution layers in SSD
are replaced by RFB modules, in which the feature map
generated by Conv4_3 is detected by RFB-s modules.

Current testing results have proved that RFB Net can
achieve the same accuracy as other detectors while
maintaining real-time detection speed, or even better.
For specific training and testing process, please refer to [3].

6 Results

Combined with the network models of SSD Net, Inception
Network, and FRB Net, we can have a more intuitive
understanding of the practical application process of
multi-feature map detection and multi-branch convo-
lution structure, and we can also see that it plays a very
important role in improving the detection performance of
the network. These two methods emphasize the detection
of feature maps with different resolutions and the parallel
operation of convolutions with different sizes, which is
also of great reference significance for the design of sub-
sequent network models.

7 Discussion

This paper mainly introduces the synthetical application
process of multi-branch convolution module and the
method of multi-feature map detection, which has gone
through a long period. First is the formation of the basic
network vggl6, which is the basis of many subsequent
detection networks, playing a very important role. Sub-
sequently, the main ideas of multi-feature map detection
and multi-branch convolution and their application
examples, including SSD Net and Inception network,
are introduced. Among them, the SSD Net adopts the
method of multi-feature map detection, taking into
account the different sizes in the whole world, which
not only improves the detection accuracy, but also
ensures the accuracy. Inception module is a typical
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multi-branch convolution module, and its Inception
network fully embodies the advantages of combining dif-
ferent receptive fields for detection. In recent years, there
have been some networks which integrate multi-feature
map detection and multi-branch convolution structures,
such as the RFB Net. This network simulates the propor-
tional relationship between the size of different receptive
fields and the eccentricity in the human visual cortex,
improving the operation accuracy while guaranteeing the
network speed, and it has been proved and applied.
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