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Abstract

In the mobile shooting environment, the multi-exposure is easy to occur due to the
impact of the jitter and the sudden change of ambient illumination, so it is necessary
to deal with the feature point registration of the multi-exposure image under mobile
photography to improve the image quality. A feature point registration technique is
proposed based on white balance offset compensation. The global motion estimation of
the image is carried out, and the spatial neighborhood information is integrated into the
amplitude detection of the multi-exposure image under mobile photography, and the
amplitude characteristics of the multi-exposure image under the mobile shooting are
extracted. The texture information of the multi-exposure image is compared to that of a
global moving RGB 3D bit plane random field, and the white balance deviation of the
multi-exposure image is compensated. At different scales, suitable white balance offset
compensation function is used to describe the feature points of the multi-exposure
image, the parallax analysis and corner detection of the target pixel of the multi-exposure
image are carried out, and the image stabilization is realized by combining the feature
registration method. The simulation results show that the proposed method has high
accuracy and good registration performance for multi-exposure image feature points
under mobile photography, and the image quality is improved.

Keywords: Wireless multi-exposure images, Feature point matching, Image
characteristics, Wireless network, Peak signal to noise ratio

1 Introduction
With the development of computer image processing technology, the quality and ac-

curacy of image acquisition and imaging are becoming more and more important.

Cameras must sometimes be installed in a mobile shooting environment (such as a

camera mounted on a car, an aircraft, a ship), and because of these mobile shooting

environments, there will be instability in the image collection. Blurred image informa-

tion seriously affects the image acquisition and video detection, so it is necessary to

stabilize the image [1]. Nowadays, electronic image stabilization technology has grad-

ually replaced mechanical image stabilization and optical image stabilization, and it has

become one of the main image stabilization technologies. By means of electronic image
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stabilization technology, the image jitter introduced by random motion can be effect-

ively filtered from the image collected under the condition of mobile photography, and

the stability of the image sequence can be improved. Image stabilization technology has

become a hot topic in image processing [2].

Traditionally, the research of multi-exposure image feature point registration is mainly

based on the block matching method, and some results have been obtained [3]. Multi-

level reversible information hiding method is used to correct the hidden image shift devi-

ation and achieve multi-exposure image feature point registration; the algorithm takes the

least time in image feature matching, which is due to the application of the concept of in-

tegral image to reduce the image scale and improve the computing speed, but the match-

ing accuracy is low [4]. Multi-exposure image feature point registration reduces the

restoration accuracy of the image, and the algorithm has no advantage in matching accur-

acy and time consuming [5]. The RGB component edge detection method is used to ex-

tract the target feature from the high-speed moving target image, and the time-domain

characteristic of the multi-frame image data is extracted in the time domain, and the

frequency-domain characteristic of the multi-frame image data is extracted in the fre-

quency domain combined with the time-frequency composite weighting processing. The

multi-exposure image feature point registration is realized, and the image stabilization

processing is completed in the time domain and frequency domain by using the weighted

characteristic of the image feature. However, the algorithm is complex, which is influ-

enced by the sub-block sequence greatly, and the resolution is not high [6]. A multi-

exposure image feature point registration algorithm based on high-resolution gray projec-

tion is proposed. Traditional block matching multi-exposure image feature point registra-

tion technology is affected by shadow and obstacle occlusion and other interference; the

multi-exposure image feature point registration effect is not good [7].

In order to solve the above problems, this paper presents a feature point registration

technique based on white balance offset compensation. The global motion estimation of

the image is carried out, and the spatial neighborhood information is integrated into the

amplitude detection of the multi-exposure image under mobile photography, and the

amplitude characteristics of the multi-exposure image under the mobile shooting are ex-

tracted. The texture information of the multi-exposure image is compared to that of a glo-

bal moving RGB 3D bit plane random field, and the white balance deviation of the multi-

exposure image is compensated. The white balance offset compensation function is

chosen to describe the feature points of multi-exposure images at different scales, and the

parallax analysis and corner detection of multi-exposure images are carried out. Finally,

the simulation experiments are carried out. It is shown that the proposed method can im-

prove the ability of feature point registration in mobile multi-exposure images.

The rest of this paper is organized as follows. Section 2 discusses the methods. The im-

proved algorithm implementation is discussed in Section 3. The experiment is discussed in

Section 4. Section 5 concludes the paper with a summary and future research directions.

2 Methods
2.1 Image acquisition and global motion estimation

In the image acquisition of high-speed moving target and unstable scene, the camera

must be installed in the mobile shooting environment sometimes, which results in the
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video image instability, which needs to be processed [8]. In this paper, a multi-exposure

image feature point registration technology is designed, and image acquisition is carried

out first. Feature points are robust to occlusion, noise, luminance change, angle change,

and affine transformation. The affine model is used to estimate the motion between

two frames [9]. In the process of image rotation and image scaling transformation, the

feature points of the image can be described as:

Xt ¼ AXt−1 þ t ð1Þ

In which, X = [xt, yt]
T is the coordinate of the midpoint of the t frame, assuming that

the pixel points are associated with two pixels G and H; the pixel mean value in the

neighborhood is obtained:

A ¼ s
cosθ − sinθ
sinθ cosθ

� �
; t ¼ tx

ty

� �
ð2Þ

In order to realize the decision output of single-frame gray compensation information

of moving target image and achieve the purpose of feature point matching and multi-

exposure image feature point registration, the image feature extraction preprocessing is

needed, and the image is photographed in mobile mode [10]. The horizontal displace-

ment will occur when collecting in the environment. Image vertical displacement, rota-

tion displacement, scaling displacement, and the related global motion estimation

model are shown in Fig. 1.

In the process of image stabilization, the image contains horizontal and vertical; the

feature points of each feature point are matched by rotating and zooming motion [11].

Fig. 1 Image global motion estimation model. a Horizontal shift. b Image vertical displacement. c Image
rotation motion. d Image scaling motion
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By using the probability analysis technique and data fusion method with statistical sig-

nificance, the pixel splitter fitting results of multi-exposure images under mobile pho-

tography are obtained as follows:

∂u x; y; tð Þ
∂t

¼ MΔsu x; y; tð Þ þ NΔtu x; y; d; tð Þ ð3Þ

In which, (x, y) ∈Ω and N denote the number of pixels and the mean value of pixels in

the neighborhood, respectively. The feature point matching feature of motion frame

compensation is expressed as:

u�ik ¼ uik þ πik ð4Þ

For the superpixel plane of the image, the shape rule feature forms a horizontal subset

MST(C, E) in the direction of the area geometric flow with a good exposure degree,

and the edge feature internal difference of the image is the least generated superpixel

tree graph C ⊆V in the region shape rule, and the maximum weight value calculation

formula of the edge feature is:

Int Cð Þ ¼ max
e∈MST C;Eð Þ

w eð Þ ð5Þ

The difference between the regions in edge detection based on information entropy is

the minimum weight edge to connect the two parts, that is:

Dif C1;C2ð Þ ¼ min
vi∈C1;v j∈C2; vi;v jð Þ∈E

w vi; v j
� �� � ð6Þ

Finally, the variance, contrast, second-order moment, and detail signal energy of the

image are selected as the feature point matching features of the image, and the edge

signal energy, sharpness, image correlation, mean value, and power spectrum are calcu-

lated. Image parameters such as radiating accuracy steepness and so on are used as ini-

tial evaluation parameters to realize unstable image acquisition and global motion

estimation in mobile shooting environment [12].

2.2 Preprocessing of image motion feature extraction based on single-frame feature

point matching analysis

On the basis of the above analysis of image feature information collection and image

feature point matching instability, this paper uses the method of single-frame visual dif-

ference analysis to extract the motion feature of a multi-exposure image under fast mo-

bile photography. Preprocessing is used to realize image stabilization processing [13].

Assuming that the image motion amplitude structure information is represented by a

unit length in unit time, the plane pheromone is defined as G(x, y; t), in which:

u x; y; tð Þ ¼ G x; y; tð Þ ð7Þ

p x; tð Þ ¼ lim
Δx→0

σ
u− uþ Δuð Þ

Δx

� �
¼ −σ

∂u x; tð Þ
∂x

ð8Þ

Assume that the edge information of the image along the gradient is:

Gx x; y; tð Þ ¼ ∂u x; y; tð Þ=∂x ð9Þ
Gy x; y; tð Þ ¼ ∂u x; y; tð Þ=∂y ð10Þ
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The image edge amplitude information is decomposed into two components along the

gradient direction, and Xi, j is used to represent the gray value of the pixels at the (i, j)

position. The horizontal displacement of the multi-exposure image is estimated as

follows:

p x; y; tð Þ ¼ −σ∇u x; y; tð Þ ¼ −σG x; y; tð Þ ¼ −σ Gx x; y; tð Þiþ Gy x; y; tð Þ j� � ð11Þ

In this paper, the spatial neighborhood information is integrated into the amplitude de-

tection of the moving multi-exposure image, and the amplitude feature of the multi-

exposure image is extracted, and the texture information of the image is compared to

that of a global moving RGB 3D. In the bit plane random field, the relative motion pa-

rameters of the image are obtained by selecting the appropriate method [14], and the

information collection of pixel features realized by the information between frames of

the prior edge information flow is obtained. The compensation differential equation of

white balance deviation is obtained as follows:

∂u x; y; tð Þ
∂t

¼ σ
ρs

∇G x; y; tð Þ ¼ k
∂Gx x; y; tð Þ

∂x
þ ∂Gy x; y; tð Þ

∂y

� �
ð12Þ

In order to match and detect the feature points of the image, the feature point feature

extraction method based on sift is used to realize the motion estimation. The reference

image is regarded as scale 1, the highest scale is M, and the M − 1 times transfer iter-

ation is carried out. The iterative recurrence formula is as follows:

diþ1 ¼ 2F xiþ1 þ 1
2
; yi þ 2

� 	

¼
2 Δx yi þ 2ð Þ−Δy xi;r þ 1

2
−ΔxB

� 	� �

2 Δx yi þ 2ð Þ−Δy xi;r þ 1þ 1
2
−ΔxB

� 	� �
8>><
>>:

di≤0
di > 0

ð13Þ

Based on the above processing, the preprocessing of image motion feature extraction

based on single-frame feature point matching analysis is realized, which lays a founda-

tion for the realization of multi-exposure image feature point registration.

3 Improved algorithm implementation
The global motion estimation of the image is carried out, and the spatial neighborhood

information is integrated into the amplitude detection of the multi-exposure image

under mobile photography, and the amplitude characteristics of the multi-exposure

image under the mobile shooting are extracted. The texture information of the multi-

exposure image is compared to that of a global moving RGB 3D bit plane random field.

In this paper, a feature point registration technique based on white balance offset com-

pensation is proposed. Using the Gaussian filtering method, the feature point matching

algorithm of gray images is improved [15, 16]. The Gaussian filter compensates the

white balance deviation by judging the noise in the sub-block and selects the appropri-

ate white balance deviation at different scales [17, 18]. The difference compensation

function is used to describe the feature points of the image. The window is selected as

3 × 3, and the gray value of the pixels at the (i, j) position is represented by Xi,j. The

scale space of the image is obtained as follows:
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Mi; j ¼ med Xi−1; j−1⋯Xi; j⋯Xiþ1; jþ1
� � ð14Þ

There are:

Fi; j ¼
1 Xi; j−Mi; j



 

≥T
0 Xi; j−Mi; j



 

 < T

8><
>: ð15Þ

The adjacent frames of the current frame Ic are represented as NFc = {n : c − k ≤ n ≤ c +

k}. The Gaussian filter compensates the motion transformation parameters between

each frame of the unstable image to achieve feature point matching. The feature point

motion estimation algorithm uses the Gaussian function as the convolution kernel. In a

multi-scale space, the pixels corresponding to the extremum are determined as feature

points, and the judgment matrix is expressed as follows:

D ¼ I2x IxIy
IxIy I2y

� �
ð16Þ

The texture structure information of the image is defined as G(x, y; t) in unit length as

a plane pheromone in unit time, where:

u x; y; tð Þ ¼ G x; y; tð Þ ð17Þ

In the above model, combining the variance of each pixel, contrast, and second-order

moment of angle, the relation of motion compensation is obtained as follows:

∂u x; y; tð Þ
∂t

¼ σ
ρs

∇G x; y; tð Þ ¼ k
∂Gx x; y; tð Þ

∂x
þ ∂Gy x; y; tð Þ

∂y

� �
ð18Þ

In which, k is the conduction coefficient, ρ is the medium density, and s is the frame

parameter of motion transformation. Based on the above model, the feature point regis-

tration and information reconstruction of multi-exposure images with motion frame

compensation are used to reduce the occlusion. The object pixel parallax analysis and

pixel image registration are carried out. The motion parameters are compensated by a

single-frame visual difference analysis method, and the corresponding random jitter of

the image is described. With the change of motion parameters, multi-exposure image

feature point registration is realized.

4 Experiment
In order to test the performance of this algorithm in the realization of multi-exposure

image feature point registration and carry out simulation experiments, the experiment

environment is processor VS2008 as the software platform, combined with Matlab pro-

gramming to achieve algorithm code design. The CCD camera parameters used in the

image acquisition system are as follows: photosensitive element, CMOS; dynamic reso-

lution, 1280 × 960; and maximum frame rate, 60 FPS pixels 5 million. In the simulation

experiment, video image acquisition is carried out in the mobile shooting environment.

The camera is placed on the high-speed driving ship to capture the video image. The

following are the test conditions: (a) the odd frames of the video sequence are used as

key frames in the test, and (b) the DCT of 4 × 4 is adopted. Because different

quantization steps correspond to different thresholds, and the larger the quantization
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step size, the larger the threshold value is, the threshold value chosen in this paper is

2.23, and the original multi-exposure image is shown in Fig. 2.

Taking the image shown in Fig. 2 as the research object, the registration of feature

points is simulated, and the registration results of feature points are shown in Fig. 3.

Figure 3 shows that the proposed method has better performance for feature point

registration of multi-exposure images under mobile photography. The peak signal to

noise ratio (PSNR) of the output images after different feature point registration is

tested, and the results are shown in Fig. 4.

It is clearly evident in Fig. 4 that the analysis shows that the proposed method can ef-

fectively improve the output peak signal to noise ratio of the image, and the image

quality under mobile photography is improved.

Although the second stage of this algorithm is to mitigate the influence of rollover,

all nodes start with coordinate optimization based on anchor nodes. If the location of

the anchor node is close to a straight line, or too concentrated, the final positioning re-

sult will be worse. For less anchor nodes, if the anchor nodes can be placed on the

edge, for example, the 3 anchor nodes are placed in any 3 corners of the square area. If

it is 4 paving nodes, the position is placed in the 4 corner, and the positioning result is

shown in Fig. 5.

As shown in Fig. 5, if the anchor node is placed in the corner of the region, only 3 or

4 anchor nodes are required, and the positioning results are ideal. Although the posi-

tioning results are a little undulating, the positioning accuracy is very high, all within

2.5%. For sensor nodes, the radius of communication determines the communication

range of nodes and also determines the connectivity of sensor networks and the num-

ber of neighbor nodes. The DV-HOP location algorithm is located by the distance be-

tween the neighbor nodes. This section tests the influence of the communication

radius on the DV-HOP location algorithm, randomly generates a set of data, and uses

3, 4, and 5 anchor nodes to test the influence of the communication radius on the loca-

tion result of the GIL location algorithm. Figure 6 shows the influence of communica-

tion radius on DV-HOP location algorithm.

Through the above experimental results, it can be observed that the location error of

the unknown node is reduced with the increase of the communication radius, no mat-

ter how many anchor nodes are. This is because the DV-HOP localization algorithm

takes advantage of the distance constraint relationship between nodes and neighbor

Fig. 2 Original images. a Frame 1024. b Frame 2000
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nodes, and the larger the communication radius is, the more the distance constraint re-

lationship between nodes and neighbors is and the smaller the location error is.

5 Results and discussion
It is necessary to deal with the feature point registration of the multi-exposure image

under mobile photography to improve the image quality. A feature point registration

technique is proposed based on white balance offset compensation. The global motion

estimation of the image is carried out, and the spatial neighborhood information is in-

tegrated into the amplitude detection of the multi-exposure image under mobile pho-

tography, and the amplitude characteristics of the multi-exposure image under the

mobile shooting are extracted. The white balance deviation of the multi-exposure

image is compensated. At different scales, suitable white balance offset compensation

function is used to describe the feature points of the multi-exposure image, the parallax

Fig. 3 Result of feature point registration. a Frame 1024. b Frame 2000

Fig. 4 Comparison of output PSNR
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analysis and corner detection of the target pixel of the multi-exposure image are carried

out, and the image stabilization is realized by combining the feature registration

method. Reduce the impact of multiple exposures. The simulation results show that the

proposed method has high accuracy and good registration performance for multi-

exposure image feature points under mobile photography, and the image quality is

improved. This method has good application value in the image optimization of a

multi-exposure image.

Fig. 5 Influence of anchor nodes in corner position on GIL location algorithm

Fig. 6 Influence of communication radius on DV-HOP location algorithm
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