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Abstract

In this paper, we propose a novel relevance evaluation method using labels collected from crowdsourcing. The
proposed method not only predicts the relevance between query texts and responses in information retrieval systems
but also performs the label aggregation tasks simultaneously. It first merges two kinds of heterogeneous data (i.e.,
image and query text) and constructs a CNN-like deep neural network. Then, on the top of its softmax layer, an
additional layer was built to model the crowd workers. Finally, classification models for relevance prediction and
aggregated labels for training examples can be simultaneously learned from noisy labels. Experimental results show
that the proposed method significantly outperforms other state-of-the-art methods on a real-world dataset.
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1 Introduction
Relevance evaluation is a significant component in the
domain of information retrieval [1–3] to develop and
maintain IR systems, where relevance between queries
and responses is an important indicators to reflect
whether an IR system is good or not. Generally, the accu-
racy and relevance of IR systems could be improved fur-
therly using the feedback of relevance evaluation. In early
years of the IR field, relevance evaluation tasks are usually
performed by professional assessors or domain experts,
but it has some limitations in practice. First, it is rather dif-
ficult for assessors to read a large number of documents
and judge their relevance to corresponding query texts.
Secondly, the process of evaluation is slow and expensive
to insure the accuracy of judgments [4–6].
In 2006, the term crowdsourcing was first coined

by Jeff Howe in the Wired magazine [7], and then
Merriam-Webster defines crowdsourcing as the pro-
cess of obtaining needed services, ideas, or content by

*Correspondence: qianmu@njust.edu.cn
3School of Cyber Science and Engineering, Nanjing University of Science and
Technology, 200 Xiaolingwei Street, 210094 Nanjing, People’s Republic of
China
4Intelligent Manufacturing Department, Wuyi University, 529020 Jiangmen,
People’s Republic of China
Full list of author information is available at the end of the article

soliciting contributions from a large group of people, and
especially from an online community, rather than from
traditional employees or suppliers. With the rapid devel-
opment of crowdsourcing, many crowdsourcing systems
have been generated, such as Amazon Mechanical Turk,
CrowdFlower, and CloudCrowd [8–11]. Thanks to the
growth of crowdsourcing platforms, we have an opportu-
nity to improve the performance of relevance evaluation
through crowdsourcing techniques because crowdsourc-
ing provides a fast and low-cost solution to get numerous
labeled data in near-real time from a vast of online Inter-
net users [12–15]. By crowdsourcing platforms, requesters
who have large tasks can split the tasks into plenty of small
subtasks that common people without expertise can pro-
cess, and then distribute the subtasks to tens of thousands
of online workers. Finally, the responses collected from
the online workers can be integrated into solutions of orig-
inal tasks. In recent years, crowdsourcing has attracted
lots of attentions from the domain of machine learning. As
one of the important branches of machine learning, super-
vised learning performs well and steady and is widely
used in many situations. Typically, supervised learning
depends on amount of labeled data to train amodel, so it is
appropriate for researchers to obtain the data using
crowdsourcing. Crowdsourcing provides a convenient
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Fig. 1 Relevance evaluation. The processes of relevance evaluation tasks with crowd-workers

and low cost solution to get a large number of labeled
data. Furthermore, annotations labeled by non-experts
have proven to be reliable and effective [16].
However, relevance evaluation using crowdsourcing still

faces challenges. In general, we assume that the labels pro-
vided by domain experts are correct and can be directly
used to train a model, but the qualities of labels processed
by crowdsourcing are varied. The reason is that the num-
ber of online workers is huge and they have great different
contributions, professional abilities, and evaluation crite-
rion in different tasks. In order to improve the quality of
noisy data, a good way is to obtain redundant labels for
each sample of the data; as repeated labeling can improve
the qualities of labels and models, it is preferable to sin-
gle labeling. After collecting more than one label for each
sample, we can use several algorithms to infer an inte-
grated label from the redundant labels for each sample,
and these algorithms are called ground truth inference
algorithms.We think that the integrated labels can be con-
sidered as substitutes for the ground truth of data, and
then we can use these integrated labels to train a model.
In addition, many researchers also do studies of building
learning models directly using noisy data without pro-
cessing the inference step first. To learn with noisy labels,
researchers need to design stable models to address the
affects of label noises. However, it is difficult and experi-
ments show that the models trained using noise-tolerant
methods are still influenced by noisy labels except for
some simple cases. Crowdsourcing can be used to pro-
cessmany tasks, such as collecting ranking scores, labeling
images and videos. Moreover, relevance evaluation is also
a popular application of crowdsourcing. As we all know,
relevance evaluation is a hard and expensive task, so
crowdsourcing can perform well in this application. The

process of relevance evaluation tasks with crowdworkers
is described in Fig. 1. The relevance evaluation task can
be divided into amounts of subtasks, and each subtask
is assigned to multiple crowdworkers and labeled by the
workers, then the multiple labels are aggregated into an
integrated label as the ground truth. On the other hand,
learning the features of workers is also an important and
interesting topic in the field of crowdsourcing because we
can utilize the information to select appropriate work-
ers on specific tasks and dismiss spam and unreliable
workers.
In this paper, we propose a novel method to process rel-

evance evaluation using noisy labels collected by crowd-
sourcing with a deep learning architecture. In ourmethod,
relevance classification model can be learned directly
from noisy labels by training a deep learning model. Fur-
thermore, the trained deep learning model can aggregate
the noisy labels to infer the ground truth, and it can also
predict the relevance of new data, which further improve
the efficiency of relevance evaluation tasks.

2 Related work
In this paper, we propose a novel ground truth inference
and predictionmethod on the field of relevance evaluation
by crowdsourcing. Generally, in the field of crowdsourc-
ing, we can improve the qualities of labels by repeated
labeling each sample and obtain the integrated labels. We
think these integrated labels are appropriate substitutions
for the hidden ground truth of the samples. After that, we
can use supervised machine learning algorithms to train
the data with the integrated labels.
To infer the integrated labels, there are many researches

on inference algorithms. Majority voting (MV) is a naive
and widely used method. In short, the integrated label
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is the label provided by the majority of labelers. How-
ever, the MV model is too simple and it assumes that
each labeler has the same ability to process the labeling
tasks. David and Skene proposed an EM-based algorithm
(expectation-maximization algorithm) called DS to infer
the ground truth early in 1979 [17]. DS not only infer the
integrated labels of samples, but also estimate a confusion
matrix for each worker, and the confusion matrix can rep-
resent the reliability of the corresponding worker on each
category. It can improve the accuracy of inference results.
In addition, we can use the confusion matrices trained
by DS to screen the workers. Although DS performs well
in many situations [16, 18, 19], it has a limitation—if the
number of categories is large, and the labels we collect
is not enough relatively, then the confusion matrix will
be sparse, which leads to incorrect results. Except for the
accuracy of workers, the difficulty of each sample is also
a useful factor. GLAD (Generative model of Labels, Abil-
ities, and Difficulties) proposed a probabilistic model to
estimate the label of each sample, the expertise of each
worker, and the difficulty of each sample simultaneously
[20]. Moreover, algorithms based on EM methods are not
robust because of the defects of EM, since the likelihood
function of EM is not convex, which means EM algo-
rithms cannot converge to global optimal. To address this
problem, a spectral method is utilized to estimate the ini-
tial values of the confusion matrix [21], which method is
calledOpt-D&S. Opt-D&S improves the accuracy thanDS
and shows that it achieves the optimal convergence rate.
Beside the algorithms based on EM methods, there are

also several methods based on simple statistics or lin-
ear algebra. For example, GTIC (Ground Truth Inference
using Clustering) is a statistics based algorithm proposed

in [22]. GTIC is a ground truth inference algorithm used
to solve multi-class labeling problems. If the example in
dataset have K categories to distinguish, GTIC will run
a clustering algorithm first on the dataset to divide the
examples into K clusters. After that, GTIC will map each
cluster to a specific category. Generally, deep learning is
also considered to used in ground truth inferencing in
several works [23–28]. Albarqouni et al. [23] provides an
CNN-like network called AggNet to model the crowd-
workers and inference process. AggNet learns multiple
CNN models with same structures to model the capa-
bilities of crowdworkers, and the outputs are the labels
provided by the workers. The labels are then passed to
an aggregation CNN to obtain the integrated label as the
ground truth.

3 The proposedmethod
3.1 Preliminaries andmotivations
The framework of our method is shown in Fig. 2. After
crowdworkers provide their responses, we use all these
labels to train a deep learning model, where the general
structure of the model is shown in Fig. 3. Once the model
is trained, the integrated labels can be obtained on the
output layer of the model. Meanwhile, when a new task is
input to the model, the relevance result will be predicted.
In this paper, we only discuss the evaluation of image

search engine, so we define the entire data set as D =
{ei}Ii=1, and each example pair ei is defined as ei =<

qi, pi, yi, li >, where qi denotes the query text of example
ei, pi denotes the image linked to the query text qi, which
means we obtain image pi when we use text qi to query
in the search engine, notice that the linking do not imply
that the image is relevant to the query since the search

Fig. 2 The proposed framework. A framework of relevance evaluation with deep learning in crowdsourcing
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Fig. 3 Genaral structure. A general structure of our proposed method for relevance evaluation using deep learning, which assumes that the dataset
contains 5 categories and J workers

engine sometimes do not return the right results, yi means
the ground truth of example ei and contains two elements
{relevance,irrelevance}, and li means the noisy label set of
ei labeled by multiple workers. In addition, the dataset of
workers is defined as W = {

wj
}J
j=1, so the noisy labels

of example ei can be defined as li = {
lij

}J
j=1, where lij

denotes the label of example ei provided by worker wj. We
also define the category set as C = {ck}Kk=1; each label is
selected in the set C. In the case of relevance evaluation,
we can simply map c1 as relevant class and c2 as irrelevant
class, or we can define somemore fine-grained categories.

3.2 The feature fusion deep learning method
In this section, we will introduce ourmethod for relevance
evaluation by crowdsourcing using a deep neural network.
In social media photo retrieval tasks, we can search for
the relevant photos by keywords or descriptive sentences
or phrases on image-related websites such as Flickr. So,
crowdsourcing will be an appropriate solution to evaluate
the performance of search engines in a fast and low-cost
way. In general, we distribute the subtasks of evaluation
task to a large number of workers on crowdsourcing plat-
forms after collecting the results of search engines, and
the workers will judge the relevance of query-image pairs.
To estimate the relevance between images and texts,

firstly, we need to extract the features, and deep learn-
ing is an appropriate choice to find the key features of
data automatically. In deep learning, CNN is one of the

neural networks, which is inspired by the visual principles
of human brain, so CNN is commonly applied to image
processing. In our case, we use a standard CNN archi-
tecture to learn the representations of images. So, a pre-
trained model VGG-16 [29] is used to exact the features
of images in our model, which is a CNN model with 13
convolutional layers and 3 fully connected layers trained
on ImageNet database. Since deep learning models such
as CNN comprise lots of hyperparameters, to learn the
optimum of the hyperparameters is hardware-costing and
time-consuming. One of the best methods is to improve
the model base on the design and structure of profes-
sional teams. In this paper, we use the pre-trained model
to reduce the training time and improve the accuracy of
the model.
Here, we need to do a fine tuning on pre-trained VGG-

16 model to learn the features that are more relevant to
our own task. Since we do not have the ground truth to
do the fine tuning, we use an autoencoder to work on
it. Autoencoder is an unsupervised learning technique,
which is a neural network that its output is same as its
input, and we can use autoencoder to do the task of repre-
sentation learning. We reconstruct the VGG-16 model as
Fig. 4.
On the other hand, we firstly use the word2vec model

trained with wiki corpus to obtain the word vectors of
all the words in query texts [ v1, ..., vn], where n is the
number of words in a query text. Word2vec model is a
two-layer neural network used to produce word vectors,



Wu et al. EURASIP Journal onWireless Communications and Networking         (2020) 2020:82 Page 5 of 11

Fig. 4 Fine tuning. The reconstruction of VGG-16 to make an autoencoder for fine-tuning

which reflects semantic meanings of words and is useful
in NLP tasks [30, 31]. After we obtain the word vectors, we
can make a matrix V ∈ R

n×|v| for each query text, and a
LSTMnetwork will be trained to learn the representations
of the texts, where the input to the LSTMmodel is matrix
V. In this step, LSTM is an RNN architecture used in deep
learning, which has feedback connections to process time
series data.
Moreover, we have to merge the two outputs pro-

duced from CNN and LSTM separately together. In gen-
eral, many methods concatenate the two representations
directly in this step as:

Oconcat =
[
OT

CNN;O
T
LSTM

]
(1)

where Oconcat denotes the output of concatenate layer
and OCNN and OLSTM denote the outputs of CNN and
LSTM model respectively. However, most of the meth-
ods usually focus on the isomorphism data, such as that
the query and response are both images or texts, so the
concatenate feature can represent the fusion of two rep-
resentations and performs well. Since the image and text

data in our method are heterogeneous, the simple con-
catenate method cannot fuse the data well, so we need a
more effective method to do the feature fusion. Since we
want to mine the internal relevance of data deeply and use
a parameter to measure the relevance, a similarity matrix
Mr is proposed in this paper. We add a custom layer called
SMLayer before the merge step to get a relevancy factor.
The matrix Mr is a parameter of the model, which can
be learned by training model, and the relevancy factor fr
which measures the relevance can be obtained as

fr = OT
CNNMrOLSTM (2)

The relevancy factor is widely used as a scoring model
in IR as a machine translation. By combining the output of
SMLayer fr with the two representations, we can obtain a
new feature fusion representation:

Oconcat =
[
OT

CNN; fr ;O
T
LSTM

]
(3)

Next, we concatenate two features and the factor, the
output of concatenate layer is then input 5 fully con-
nected (FC) layers orderly with ReLU activation function
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to reduce the dimensions effectively and feed to an out-
put layer with softmax activation. The output of softmax
layer θ shows the result of classification, e.g., θck means
the probability that the input example belongs to class
ck . To avoid overfitting, we use dropout to improve regu-
larization, which can improve the performance of neural
network by preventing the coefficient of feature detec-
tors [32–35]. We apply 50% dropout between concatenate
layer and the first fully connected layer. At last, a crowd-
sourcing layer is added on the top of softmax layer. With
the crowdsourcing layer, we can model the disagreement
of workers and map the output of softmax layer to the
responses provided by workers, then all the noisy labels
can be used in the deep network model without aggrega-
tion. The other configurations are selected from a set of
possible options.
Figure 5 shows the detailed structure of our deep learn-

ing network. The network is trained using backpropa-
gation, and the crowdsourcing layer can find out the
unreliable workers and adjust their bias. In the crowd-
sourcing layer, there is a matrix transformation as f(o) =
Mjo, where f(∗) is the transformation function of crowd-
sourcing layer, o denotes the output of softmax layer, and
Mj is a specific matrix of worker wj. We may view M
as the confusion matrix of each worker. The activation
function of crowdsourcing layer can be seen as a softmax
function. The model can be optimized by Adam and use
logcosh as the loss function. Adam is an adaptive learning
rate optimization algorithm which is popular for training
deep neural networks, and it calculates individual learn-
ing rates for different parameters; the convergence rate of
Adam is rapid and it performs well in practice. Also, log-
cosh is a common loss function and defined as L (y, yp) =∑n

i=1 log
(
cosh

(
ypi − yi

))
, it is not easy to be affected by

outliers. Once the model is trained, the crowdsourcing
layer could be removed and the remaining part can be
used as a standard classifier. Obviously, the parametersMJ

j
trained in the crowdsourcing layer reflects the reliability
of each worker on different classes, and they can help to
adjust the bias of workers. Finally, this model can not only
obtain aggregated labels, but also predict relevance.

4 Experiments
4.1 Experimental setup
Our method was implemented in Keras [36], which is a
high-level neural network API, and CEKA [37], which is
an open software package for machine learning in crowd-
sourcing and contains many existing benchmarks for label
aggregation. One real-world dataset was used in our
experiments. Data set Div400 is a image retrieval dataset
[38], which was created to help evaluation in various areas
of social media photo retrieval, such as re-ranking, crowd-
sourcing and relevance feedback. This data set gathered
15,871 Flickr photos and collected relevance evaluation by

crowds, which contains 160 query texts and each query
corresponding to less than 120 images.
Since there are some query texts have few responses

and all of the responses belongs to the same category,
we remove the query texts with all positive or negative
responses. In addition, the data set is unbalanced, the
number of negative examples is obviously far less than the
number of positive examples; here, we utilize data argu-
mentation to generate images when the negative examples
is less than 10% of positive examples for each query. Since
deep learning is a data-driven technology, a large amount
of data is necessary to train an appropriate model, so data
argumentation is used to increase the number of data
manually using information only in our training data to
avoid overfitting problems. The common data argumen-
tation methods contain random crop, flip, rotate, resize
and so on. Finally, we obtain 16,536 photos as training
set and 1,170 photos as testing set. For each query and
text pair, we simulate 5 workers to provide a label to
evaluate whether this pair is relevant or irrelevant; let 1
and 0 denote relevant and irrelevant respectively. We give
these workers different sensitivities μ and specificities γ

to denote the different accuracies of workers on different
categories because workers reflect different bias tendency
towards the positive and the negative labels; when the
ground truth of examples adapt to the bias of a worker,
it would be a higher accuracy for the worker to provide
true labels, and vice versa. For instance, worker j prefers
to provide positive labels, so j would have higher accu-
racy to label positive examples. When the true label of a
pair is 1, the worker j will provide the correct label with
probability μj; otherwise, when the true label is 0, the
probability will be γj. Afterwards, the values of parame-
ters for 5 workers are μ =[ 0.6, 0.9, 0.5, 0.9, 0.9] and γ =
[ 0.3, 0.2, 0.5, 0.8, 0.1]. To obtain the features of images,
we use VGG-16 model pre-trained on ImageNet dataset.
Also, for word embedding, we use word2vec trained on
the EnglishWikipedia dump. In this paper, we use Keras to
build a standard LSTM layer to train the text features. The
outputs of LSTM and VGG-16 are reshaped the size into
(n, 384). The similarity matrix are set as Mr ∈ R

384×384.
The dimension of the output layer is 2 to represent the
result is relevant or irrelevant.
We compare our method with five common ground

truth inference methods MV, GTIC [22], Opt-D&S [21],
DS [17], and GLAD [20].
The purpose of ground truth inference algorithms is to

achieve the minimum of the empirical risk, then we will
have a good chance of using integrated label ŷi as the
ground truth yi.

Remp = 1
I

I∑

i=1
I
(
ŷi �= yi

)
(4)
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Fig. 5 Genaral structure. Structure of our proposed network for relevance evaluation using deep learning, which contains a crowd layer at the top of
softmax layer
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where I denotes an indicator function whose output will
be 1 if the input is true, or else the output will be 0. As
the simplest but widely used method, MV follows a sim-
ple principle that if more than half of the workers provide
the same label ck , then the integrated label will be ck . DS
is an EM-based method, it defined that each worker have
an exclusive matrix T (j) =

{
π

(j)
kt

}
to indicate their label-

ing behavior called confusion matrix, where each element
π

(j)
kt denotes the probability that worker wj provides label

cl to the example whose true label is ck . The purpose of
DS is to estimate the label of each example and the con-
fusion matrix of each worker simultaneously. DS method
contains two steps; firstly, we will initialize the confu-
sion matrices and the prior probabilities of each category.
Usually, we assume that all the parameters subject to uni-
form distribution, so π

(j)
kt = 1

K and P(ck) = 1
K , where

1 � k � K , 1 � t � K , and 1 � j � J . Then in E-step,
it estimates the probability that each sample ei belongs to
each category ck , that is

P
(
ŷi = ck|D

) =
∏J

j=1
∏K

t=1 π
(j)
kt P (ck)

∑K
q=1

∏J
j=1

∏K
t=1 π

(j)
qt P

(
cq

) (5)

After that, in the M-step, we recalculate each confusion
matrix and the prior probability of each category, that is

π̂
(j)
kt =

∑I
i=1 I

(
ŷi = ck

)

∑K
t=1

∑I
i=1 I

(
ŷi = ck

) (6)

P̂ (ck) = 1
I

I∑

i=1
I
(
ŷi = ck

)
(7)

Afterwards, we can repeat the E-step and M-step until
all the estimates converge. In addition, GLAD is also an
EM-based method. Unlike DS method, GLAD not only
considers about the ability of workers, but also takes the
specificity of samples into consideration. GLAD models’
two parameters αj and βi respectively denote the exper-
tise of workers and the difficulty of samples, where αj ∈
(−∞,+∞) and 1/βi ∈[ 0,+∞). Worker wj is more likely
to provide a correct label when αj is higher, when αj = 0,
it means the worker wj is making a wild guess. Similarly,
sample ei will be harder to be labeled correctly when 1/βi
is higher; when 1/βi = 0, it means that sample ei is too
easy to be classified that anyone can label it correctly.
There, GLAD defines that

P
(
lij = yi|αj,βi

) = 1
1 + e−αjβi

(8)

Just like DS, after initializing the missing data, GLAD
have two steps to iterative processing. In E-step, we obtain
the posterior probabilities of all yi:

P (yi|li,α,β) ∝ P (yi)
J∏

j=1
P

(
lij|yi,αj,βi

)
(9)

In the M-step, we can update the values of α and β by
maximizing a standard auxiliary functionQ:

Q (α,β) = E
[
lnP (l, y|α,β)

]

=
∑

i
E

[
lnP(yi)

] +
∑

ij

[
lnP

(
lij|yi,αj,βi

)]

(10)

To avoid the limitation that EM-based algorithms can-
not converge to the global optimal, Opt-D&S uses a spec-
tral method to initialize the values of confusion matrix
in DS method, which first divides the workers into three
disjoint groups, and the average confusion matrix of the
three groups is calculated separately. Then, the initial val-
ues of confusionmatrix of eachworker is set as the average
value. In the second step, a DS algorithm runs with the ini-
tial values. Meanwhile, to solve the multi-class inference
problems, GTIC [22] was proposed using Bayesian statis-
tics. GTIC first generates K+1 features for each example
ei as αi =

{
αi
1, ...,α

i
k+1

}
. Secondly, any clustering algo-

rithm will be used to run on the dataset and divide the
examples into K clusters, the number of each cluster rep-
resented asNn, where n = 1, ...,K . Finally, for each cluster,
we calculate a vector with k elements like:

νnk =
Nn∑

i
αi
k , where 1 � n � K (11)

So, the maximum element νnk in the vector νn will map
the cluster n to the class k and all the examples belong to
cluster n will be assigned to class k.

4.2 Experimental results
We first discuss the improvement of the model using sim-
ilarity matrix. We build a base model which directly joint
two representations in the merge step, then we introduce
the similarity matrix into the model and compare the
accuracy of two models [39, 40].
Figure 6 shows the comparison results of two models

mentioned above, we find that on different configurations,
the model using similarity matrix performs better than
base model. With different configurations, the accuracies
of model using similarity matrix are all higher than 62%,
even higher than 70% when the batch size changes. On
the other side, the model using concatenate are lower than
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Fig. 6Model comparison. Comparison results between base model
and the model using similarity matrix

62% It demonstrates the effectiveness of similarity matrix;
on the other hand, it shows that simply joint two represen-
tations to fuse the features cannot represent the data well
in our case.
We investigate the effectiveness of our proposed

method. Figure 7 shows the comparison results for aggre-
gation. In our proposed method, we obtain the inference
labels after the model is trained and remove the crowd-
sourcing layer.
As Fig. 7 shows, our method outperforms other five

inference methods and the accuracy is 93.6%. We can
find that the accuracy of our method is improved because
we not only use the noisy labels to infer the ground
truth, but also take the features of data into consideration.
Besides, MV is still a robust method; the accuracy of MV

Fig. 7 Accuracy comparison. Comparison results in accuracy for six
aggregation methods

is 84.4%, and it is the same as Opt-D&S and DS. GLAD
also performs well with the accuracy 90.9%.
Therefore, in our third experiment, we show the pre-

diction ability of our method. To do the comparison
experiments, we useMV, GTIC, Opt-D&S, DS, andGLAD
respectively to infer the integrated labels of training data,
then we use these labels to train a base deep learning
model without crowdsourcing layer. Meanwhile, we also
use the ground truth to train the model [41, 42]. The
comparison results are shown in Fig. 8.
As shown in Fig. 8, the accuracy of our method is 73.9%,

which is much higher than others. The model trained
by ground truth also performs well with the accuracy of
71.2%. The results demonstrate the effectiveness for use of
crowd information.

5 Discussion
In this paper, a novel relevance evaluation method was
proposed with a deep learning network using crowdsourc-
ing data to improve the accuracy compared with tradi-
tional methods and furtherly reduce the cost and time.
We suggest a novel research direction to work on rele-
vance evaluation without or reducing the involvement of
human.We train a deep learning network to figure out the
relevance between query texts and images directly from
crowdsourcing data end-to-end.
Generally, to obtain the relevance between image and

text, there are some other technologies such as Image
Caption [43–45], which generate a sentence or several
words to describe the content of image automatically, and
then compare with the text. However, we will lose some

Fig. 8 Prediction comparison. Comparison results of prediction
models trained by six methods
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information when we generate the image caption, so it is
preferable to directly compare image and text. Meanwhile,
another way is to match the categories of images and text,
which firstly classify the images and texts separately, and
then compare the category of image and text. However,
this way, can just judge whether the image and text belong
to the same category, but cannot figure out the relevance
fine-grainly.
In this paper, we use one dataset to show the perfor-

mance of our method on images and texts, so we suggest
that our method can be applied on multi-modal field in
the future, which can also operate on video, speech, and
other types of data. Also, more effective deep learning net-
work structures should be studied to adapt to different
application scenarios.
vsectionConclusions The proposed relevance evalua-

tion method using crowdsourcing labels can effectively
improve the accuracy of both aggregating and predicting.
We take the features of data into consideration. Further-
more, the inference methods may lose information of the
workers’ characteristic; in our method, we can keep the
information of every worker and train the model end to
end by using deep learning technology with a crowdsourc-
ing layer. Experimental results on a real-world dataset
show that the proposed method outperforms other state-
of-the-art methods in aggregation and prediction.
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