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1 Introduction
In recent decades, the precipitation clouds identification based on ground-based 
weather radar detection data, has been widely used in radar quantitative precipitation 
estimation, weather modification, and aviation meteorology. The capability of micro-
waves to penetrate cloud and rain has placed the weather radar in an unchallenged posi-
tion for remotely surveying the atmosphere [1–3]. Doppler weather radar, referred as 
a greatest tool for detecting weather processes, can not only detect the distribution of 
precipitation clouds in the atmosphere, but also detect the movement trend of precipita-
tion clouds [4–6].

In earlier research, the zero-layer bright band is mostly used as the basis for the 
identification of precipitation cloud types. For the region with the phenomenon of 
the zero-layer bright band, the precipitation clouds type defaults to stratiform cloud; 
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otherwise it is convective cloud [7]. The limitation of these methods is that the zero-
layer bright band is visible only when the stratiform cloud precipitation develops to 
maturity. Houze et  al. [8] proposed a method to distinguish the precipitation cloud 
types by using rainfall gauge measurement data. When the precipitation intensity 
exceeds a certain fixed threshold, the precipitation cloud is considered as convective 
cloud; otherwise, it is stratiform cloud. The limitation of this method is that it can 
only determine the center of convective cloud, and it is easy to misjudge the precipita-
tion area of convective cloud with weak precipitation intensity nearby. Churchill et al. 
[9] determine the convective cloud center through the radar reflectivity threshold. 
Moreover, precipitation clouds within a fixed radius of the convective cloud center 
are all convective clouds by default, otherwise they are stratiform clouds. Steiner et al. 
[10] pointed out the irrationality of using reflectivity threshold and influence radius to 
determine convective cloud region. The reflectivity threshold of the convective cloud 
center should be determined according to the reflectivity distribution of the region 
near the convective cloud center, and the influence radius should be calculated by the 
reflectivity of the convective cloud center. The limitation of these methods is that they 
do not take into account the influence of the zero-layer bright band, which leads to 
misdiagnosis of stratiform clouds as convective clouds. Biggerstaff et al. [11] analyzed 
the distribution of radar reflectivity corresponding to stratiform and convective cloud 
in three-dimensional space, and applied it to the identification of precipitation clouds. 
This method takes into account the influence of zero-layer bright band and achieves 
good recognition results. Therefore, this method has been widely used in the United 
States. In Reference [12], the authors proposed a method to distinguish the precipita-
tion cloud types based on the difference of radar reflectivity distribution morphology 
between convective and stratiform precipitation clouds. In this paper, six preparative 
reflectivity-morphological parameters are presented, which are composite reflectivity 
and its horizontal gradient, echo top height associated with 35 dBZ reflectivity and its 
horizontal gradient, vertically integrated liquid water content and its density. Moreo-
ver, the precipitation clouds are identified by using the fuzzy logic algorithm based on 
the distribution of each reflectivity-morphological parameter. The accuracy of these 
methods depends on the reliability and quantity of the selected parameter. However, 
the increment of identification parameters leads to the multiplication of computation, 
which causes the great reduction of the efficiency of the algorithm.

All of the above methods are based on the reflectivity data, which are detected by 
Doppler weather radars. However, the radial velocity data detected by Doppler Weather 
Radar has not been applied to the identification of precipitation clouds. It is due to the 
radial velocity of the radar is the velocity of the precipitation particle relative to the radar, 
which is not sensitive to the convection movement in the vertical direction [13, 14]. In 
the present study, we propose a new method for precipitation clouds identification based 
on the deep learning algorithm. Firstly, the adaptive Barnes interpolation method is used 
to interpolate the radar scanning volume data to obtain the reflectivity CAPPI data at 
multiple altitudes. Secondly, the radial velocity data of the ground horizontal wind field 
is inversed by using the radial velocity data detected by Doppler weather radar at mini-
mum elevation. Finally, the Faster-RCNN model is applied to identify the precipitation 
clouds based on the result above mentioned.
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This paper is organized as follows: Sect.  2 describes the Datasets for deep learning 
training and testing. Section 3 presents the new method for precipitation clouds identi-
fication based on Faster-RCNN algorithm. Two Faster-RCNN models were constructed 
here, one taking the reflectivity data as input and the other taking the reflectivity data 
and the Doppler velocity data as input. Moreover, the traditional precipitation clouds 
identification method based on fuzzy logic is briefly introduced in Sect. 3.4. Section 4 
evaluates the proposed method by comparing the identification results with the tradi-
tional method. Section 5 concludes this study.

2  Data
In this research, we collected a large amount of precipitation data from the CINRAD-SA 
dual-polarization Doppler weather radar, which is located in Guangzhou, Guangdong, 
China (23° 01′ N, 113° 35′ E). The radar characteristics are shown in Table 1.

In this paper, Faster-CNN algorithm is adopted to identify the precipitation clouds, 
which is a target detection algorithm based on convolution neural network (CNN). The 
accuracy of the final identification result depends on the number of sample sets in the 
training process. In order to obtain high accuracy of precipitation clouds identification, 
this paper constructs a rich sample set, which including 6400 training samples and 800 
test samples. Moreover, the data set is selected from the precipitation detection data 
detected by the above radar during 2016–2018. Table 2 summarizes the datasets used 
in this paper. As shown in Table 2, each sample is a matrix with a size of  400× 400× 7 

Table 1 The characteristics of CINRAD-SA radar

Antenna Type Parabolic

Beam width Horizontal 0.95° Vertical 0.95°

Scan type PPI, RHI, VOI

Polarization Horizontal or vertical

Gain 45 dB

Transmitter Frequency 2885 M HZ—S band

Power 650–800 KW

Pulse width 1.57 µs

Receiver processing mode PPP/FFT

Noise figure ~ 4 dB

Dynamic range > 94 dB

Variables Available Reflectivity, Radial velocity, Spectral width, Differential reflectivity, Copolar correlation coef-
ficient, Differential propagation phase constant, Linear depolarization ratio, and so on

Table 2 The datasets used in the experiments

Set Data Size Origin(0°) 90° 180° 270° Total

Training Z-CAPPI (400,400,5) 1600 1600 1600 1600 6400

V-Projection (400,400) 1600 1600 1600 1600

W-Projection (400,400) 1600 1600 1600 1600

Testing Z-CAPPI (400,400,5) 200 200 200 200 800

V-Projection (400,400) 200 200 200 200

W-Projection (400,400) 200 200 200 200
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cells, and it can be divided into three parts, which are reflectivity data ( Z ) after CAPPI 
interpolation; the radial velocity data ( V  ) and spectral width data ( W  ) of the ground hor-
izontal wind fields, which are inversed by using the radar detection data at minimum 
elevation.

3  Methods
3.1  The CAPPI interpolation of reflectivity

The stratiform cloud is caused by the vertical rising movement of the air in a wide 
range. Moreover, the rising velocity is uniform and often less than the falling velocity 
of raindrops. In generally, stratiform cloud is larger in horizontal scale, thinner in verti-
cal thickness, and has flat tops [15, 16]. During the radar detection, the characteristics 
of stratiform cloud in reflectivity data can be summarized as follows. (a) The reflectiv-
ity data are uniformly distributed and have a diffuse shape. In the process of large-scale 
stratiform cloud precipitation, there may be multiple reflectivity centers, but the value 
of reflectivity center generally does not exceed 30 dbZ. (b) The horizontal and vertical 
gradients of reflectivity data are small. (c) It is often accompanied by the phenomenon of 
the zero-layer bright band when surface precipitation particles are liquid.

The convective cloud is caused by the air vertical movement due to the instability of 
the atmosphere. Its horizontal scale is small, and the vertical convection is strong, often 
accompanied by storm, rainstorm, hail, and other disastrous weather [17]. During the 
radar detection, the characteristics of convective cloud in reflectivity data can be sum-
marized as follows. (a) The reflectivity value of the convective cloud is larger than strati-
form cloud, and the central reflectivity value can reach above 50 dbZ. (b) The horizontal 
and vertical gradients of reflectivity data are large.

In meteorological services, the CINRAD-SA radars mostly adopt the volume scan 
mode to obtain the three-dimensional distribution of precipitation clouds in atmos-
phere. As shown in Fig. 1, the radar completes 360-degree scanning at a fixed elevation, 

Table 3 The structure of VGG16-Net

Layer Kernal Input Output

Conv1(Conv2D) (1,3,3,64) (1,400, 400, 5/7) (1,400,400,64)

Conv2(Conv2D) (1,3,3,64) (1,400, 400, 64) (1,400,400,64)

maxPooling1 (2,2) (1,400, 400, 64) (1,200, 200, 64)

Conv3(Conv2D) (1,3,3,128) (1,200, 200, 64) (1,200, 200,128)

Conv4(Conv2D) (1,3,3,128) (1,200,200,128) (1,200, 200,128)

maxPooling2 (2,2) (1,200,200,128) (1,100,100,128)

Conv5(Conv2D) (1,3,3,256) (1,100,100, 128) (1,100,100,256)

Conv6(Conv2D) (1,3,3,256) (1,100,100, 256) (1,100,100,256)

Conv7(Conv2D) (1,3,3,256) (1,100,100, 256) (1,100,100,256)

maxPooling3 (2,2) (1,100,100, 256) (1,50, 50, 256)

Conv8(Conv2D) (1,3,3,512) (1,50, 50, 256) (1,50, 50,512)

Conv9(Conv2D) (1,3,3,512) (1,50, 50,512) (1,50, 50,512)

maxPooling4 (2,2) (1,50, 50,512) (1,25,25,512)

Conv11(Conv2D) (1,3,3,512) (1,25,25,512) (1,25,25,512)

Conv12(Conv2D) (1,3,3,512) (1,25,25,512) (1,25,25,512)

Conv13(Conv2D) (1,3,3,512) (1,25,25,512) (1,25,25,512)
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and then changes the elevation to enter the next layer scanning; Repeat the above pro-
cess until all elevation layers are scanned. This process is called VCP. VCP21 is a scan-
ning method, which is often used in the monitoring of precipitation weather. It can scan 
9 elevation layers in 6 min, providing a guarantee for real-time monitoring of precipi-
tation weather process. However, the volume scan data is distributed in a conical, and 
there is a large dispersion in the vertical direction. In order to obtain the distribution 
characteristics of precipitation cloud in both vertical and horizontal directions, it is nec-
essary to interpolate the volume scan data in the vertical direction so as to obtain the 
horizontal distribution of the radar data at multiple altitudes. Moreover, the interpolated 
radar data is also described as CAPPI data.

Adaptive Barnes interpolation is a commonly used interpolation method, which is 
mainly used in discrete point interpolation with sparse distribution [18, 19]. As shown in 
Fig. 2, where f1~f8 are values detected by radar in 8 range bin, f0 is the point that needs 
to be interpolated. The interpolation method can be expressed as

where ωk is the weight of fk , which can be defined as

(1)f0 =

∑8
k=1 ωk × fk
∑8

k=1 ωk

Fig. 1 The schematic diagram of PPI scan mode

Radar

f1

f2
f3

f4

f5
f6 f7f8

f0

Fig. 2 An illustration of adaptive Barnes interpolation



Page 6 of 20Ran et al. J Wireless Com Network         (2021) 2021:19 

where rk , θk and φk are distance, azimuth and elevation in polar coordinates correspond-
ing to fk respectively. Assuming that the coordinate of f0 in cartesian coordinate system 
is (X0,Y0,Z0) , and the radar station is the origin of coordinates by default, then the polar 
coordinate (R0, θ0,φ0) corresponding to f0 can be expressed as

In Eq.  2, Kr,Kθ and Kφ are smoothing parameters of radial distance, azimuth and 
elevation respectively, which can be adjusted to achieve different smoothing effects. 
In this paper, Kθ= 0.76 , while Kr and Kφ can be defined as

The resolution of radar data in radial distance, azimuth and elevation is different 
during interpolation. In the radial direction, the distance between adjacent range 
bins is fixed. In the direction of azimuth, the distance between adjacent range bins 
increases with the increase of radial distance. Moreover, in the elevation direction, 
the distance between adjacent range bins increases with the increase of radial dis-
tance. Therefore, different interpolation points have different dependencies in three 
directions, so it is necessary to set smoothing parameters according to the dependen-
cies in three directions [34]. Compared with the traditional interpolation method, the 
Adaptive Barnes interpolation method has better smoothing effect.

The inputs of the deep learning algorithms are mostly the data after standardiza-
tion. Before using the Faster-RCNN model to identify the precipitation clouds, a 
standardized processing need to be conducted on the reflectivity data. Figure 3(a) is 
the CAPPI distribution diagram of reflectivity data at a height of 2  km, which cor-
responds to a reflectivity data matrix with a size of 400× 400 cells. Figure 3(b) is the 
distribution diagram of reflectivity matrix after standardization, which can be sum-
marized as

where, X is the input to the normalized function, and X  is the output after 
standardization.

(2)ωk=
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3.2  Radial projection of ground horizontal wind field

As the name suggests, convective cloud have strong convective phenomena in the verti-
cal direction, which should be an important basis for judging convective cloud. How-
ever, the velocity data detected by the Doppler weather radar is the relative velocity of 
cloud particles in the radial direction, and it is not sensitive to the convective motion 
in the vertical direction, so it is difficult to apply this feature to the identification of pre-
cipitation clouds. Convective clouds usually consist of one or more convective cells, 
each of which has a horizontal scale ranging from several kilometers to tens of kilom-
eters. Moreover, the convective cells are usually marked by a tight reflectivity region or a 
strong updraft [20]. As shown in Fig. 4, the evolution process of convective cells usually 
includes three stages: growth stage, mature stage, and disappearing stage [21].

As shown in Fig.  4, the convective cells growth stage is mainly controlled by the 
updraft, and the rising velocity of updraft increases with the height. Moreover, the 
updraft is mainly caused by the convergence of surface air. The mature stage of convec-
tive cells is the coexistence stage of updraft and downdraft. In this stage, the updraft 
in the cloud reaches the maximum, and the downdraft is mainly caused by the fall-
ing of precipitation particles. Moreover, the downdraft diffuses continuously from the 

Fig. 3 Standardization of radar reflectivity CAPPI data, a origin, b Standardization

precipitation
precipitation

Growth stage Mature stage Disappearing stage

Fig. 4 The evolution process of convective cells
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convective cloud center to the periphery, forming the precipitation in a large area. The 
convergence and divergence fields on the ground are shown in Fig. 5. The disappearing 
stage of convective cells is mainly controlled by the downdraft. Precipitation at the bot-
tom of the cloud will become weaker and weaker, and the airflow at the top of the cloud 
will be dominated by horizontal advection.

In order to understand the distribution of convergence and divergence in the radial 
direction of radar, the ground convergence and divergence fields are projected into the 
radial velocity map corresponding to the 0.5° elevation. The results are shown in Fig. 6. 
Figure 6a shows the PPI distribution of radial velocity corresponding to the ground con-
vergence field. Four convergence fields with the same scale were simulated, which were 
distributed among the east, south, west and north directions of the radar station. The 
radial velocity of each convergence field is positive on the side near the radar station and 
negative on the side away from the radar station. The radial velocity of the convergence 
field gradually increases from the outside to the inside, and suddenly becomes zero at 
the center caused by the uplift of the convergent airflow. Moreover, the convergence field 

divergenceconvergence

Fig. 5 Simulation diagram of ground wind field

Fig. 6 The PPI distribution of the radar radial velocity data corresponding to a convergence and b 
divergence
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has obvious zero velocity line at the boundary of positive and negative velocity. In addi-
tion, the PPI distribution of Doppler velocity data corresponding to the divergence wind 
field is shown in Fig. 6b.

As mentioned above, in the growth and maturity stages of convective cells, the ground 
wind field is accompanied by convergence and divergence, which has obvious distribu-
tion characteristics in the radial velocity data detected by the radar at the minimum ele-
vation. Moreover, the minimum elevation of Doppler weather radars is usually less than 
0.5°, and the vertical component of the radial velocity detected by the minimum eleva-
tion is close to zero. Therefore, the radial velocity detected by the minimum elevation 
can be regarded as the projection of horizontal wind field on the radar radial direction. 
In order to maintain the consistency of the radial velocity data and the reflectivity CAPPI 
data in spatial distribution, the radial velocity data are projected onto the horizontal sur-
faces, and took it as the radial velocity data of the ground horizontal wind field.

The spectral width of the radial velocity data is an important Doppler weather radar 
data product, which reflects the dispersion of the radial velocity data in a range bin. 
Moreover, it is proportional to the variance of the velocity vectors of each scatterer in 
the range bin. In the convergence and divergence field, the distribution of velocity vec-
tors in the range bin is usually chaotic, so it usually has a large spectral width. There-
fore, the spectral width of the radar radial velocity data should be applied to identify the 
precipitation clouds. In this paper, the radial velocity data and spectral width data cor-
responding to the ground wind field is obtained by the projection of the radar detection 
data at the minimum elevation. As shown in Table 2, the size of radar radial data and 
spectral width data corresponding to the ground wind field is 400× 400.

3.3  The identification of precipitation clouds base on Faster‑RCNN

In recent years, deep learning has developed rapidly, and the target detection method 
based on deep learning has achieved good results. References [21–38] describe the 
achievements of deep learning in target detection. The deep learning algorithm has 
strong self-learning ability and can extract features from the original input data, which 
reflect the structural information of the input data. Therefore, compared with the tra-
ditional target detection algorithm, the target detection methods based on deep learn-
ing have more advantages in accuracy and efficiency. Moreover, the emergence of GPU 
provides a guarantee for the real-time performance of deep learning. In this paper, the 
Faster-RCNN model is adopted to identify the precipitation clouds, and its block dia-
gram is shown in Fig. 7.

Fig. 7 The block diagram of precipitation clouds identification based on Faster-RCNN
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In order to verify the role of radar Doppler velocity data in the identification of precip-
itation cloud, two Faster-RCNN models with similar network structures are constructed, 
which are FR-Z and FR-ZVW. The FR-Z model only takes reflectivity data as input, while 
the FR-ZVW model takes reflectivity, radial velocity and spectral width data as input. 
Before identifying precipitation clouds, the radar data are preprocessed in this paper, 
including CAPPI interpolation of reflectivity, and radial projection of ground horizon-
tal wind field, which are mentioned above. Faster-RCNN model is composed of Feature 
extraction, Region Proposal Networks (RPN) and Classification, which are described 
below.

3.3.1  Feature extraction

VGG-Net [34] is a classic deep learning network model, which has great advantages 
in CNN feature extraction. In this algorithm, multiple 3× 3 convolution layers and 
2× 2 pooling layers are used to extract features from the original data, and the per-
formance of the model is improved by increasing the number of layers in the network. 
Moreover, multiple small convolution kernels can be equivalent to a large scale con-
volution kernel, but the number of parameters in the network will be greatly reduced, 
and the nonlinear expression ability of the network will be enhanced. In this paper, 
the VGG16-Net is applied to extract features from radar data, and the architecture of 
the VGG16-Net used in this paper is shown in Fig. 8.

Firstly, the input layer is a matrix with a size of 400× 400× k(k = 7 or k = 5 ), 
where 400× 400 corresponds to the coverage of radar data, and each resolution unit 
is 0.5× 0.5km2 . Moreover, k = 7 corresponding the input layer consists of three parts, 
including the reflectivity CAPPI data with a size of 400× 400× 5 , the radial veloc-
ity data of the ground horizontal wind field with a size of 400× 400 , and the spectral 
width data of the ground horizontal wind field with a size of 400× 400 . k = 5 cor-
responding to the input layer only includes the reflectivity data. The architecture and 
layer parameters of VGG16-Net are shown in Table 3.

3.3.2  RPN

Target detection algorithms based on CNN, such as R-CNN, Fast-RCNN and Faster-
RCNN, have achieved good results in target detection in recent years [29–33]. R-CNN 
and Fast-RCNN adopt the selective search method to generate candidate regions, 
which have a large number of overlaps and are time-consuming, greatly reducing the 
detection efficiency of the model. Faster-RCNN used a neural network to generate 

Fig. 8 The architecture of the VGG16-Net
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candidate regions, namely RPN [33], which greatly improved the efficiency of target 
detection. The architecture of RPN is shown in Fig. 9.

The detailed explanation of the RPN in Fig. 9 can be seen below:

1. The input data is a 25× 25× 512 feature map, which is obtained by VGG16-Net.
2. To generate region proposals, we slide a small network over the input data. This net-

work is fully connected to a 3 × 3 spatial window of the 25× 25× 512 feature map. 
Moreover, each sliding window is mapped to a 512-d vector.

3. At each sliding-window location, we simultaneously predict k region proposals 
(where k = 9 ). The 9 proposals are parameterized relative to 9 reference boxes, called 
anchors. Moreover, 9 anchors are generated by using 3 scales and 3 aspect ratios.

4. As described in (2), each region proposal can be mapped to a 512-d vector. Then, this 
vector is fed into two sibling fully-connected layers, which are a box-regression layer 
and a box-classification layer. The box-classification layer gives the probability that 
this region proposal belongs to the foreground or background respectively. The box-
regression layer gives the location information of this region proposal.

5. The outputs are 300 optimal region proposals, which are selected from a large num-
ber of region proposals by using the Non-Maximum Suppression method [35].

Fig. 9 The architecture of RPN

Feature Map

25×25×512

ROI Pooling

proposal

Feature Map

7×7×512

Classification

Box-Prediction

Fig. 10 The architecture of classification
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3.3.3  Classification

The architecture of classification is shown in Fig.  10. Each optimal region proposal is 
mapped to the 25× 25× 512 feature map to obtain the corresponding feature expres-
sion. This feature expression is divided into 7× 7 sub-blocks according to horizontal and 
vertical directions, and then each sub-block is maximally sampled to obtain a feature 
map with a size of 7× 7 . This process is called ROI Pooling [33].

As shown in Fig. 10, any size region proposal can be normalized into a 7× 7× 512 fea-
ture map by ROI Pooling. This 7× 7× 512 feature map is fed into two consecutive fully-
connected layers, resulting in a 1× 4096 vector. Moreover, this vector is fed into two 
sibling fully-connected layers, which are a box-Prediction layer and a box-classification 
layer. The probability and position of the final target are given by the box-classification 
layer and box-Prediction layer respectively.

3.3.4  Training and testing

As shown in Fig. 7, the Faster-RCNN model is composed of the detection network and 
the RPN network. Moreover, the two networks share the feature extraction module. The 
Alternating training method is applied to training the Faster-RCNN model, and it is 
derived from Reference [33]. The training process is as follows:

1. To train the RPN network, the VGG16-Net pre-training model was used to initialize 
the VGG16-Net (except the first convolution layers, which was randomly initialized), 
and the number of iterations was 10,000 times.

2. To train the detection network based on (1), the number of iterations was 10,000 
times.

3. Fixed feature extraction module, fine-tuned parameters of non-shared layer in RPN 
network, and the number of iterations was 5000 times.

4. Fine-tuning the parameters of the non-shared layer in the detection network, and the 
number of iterations is 5000 times.

In this paper, the experimental environment with: NVIDIA Tesla P40 GPU, CUDA 9.1, 
Ubuntu 16.04, memory 24 GB. Moreover, the development platform is Python + Tesor-
flow. The training set and testing set are described in Table 2. The test results show that 
the precision of identification results is 96%.

3.4  The identification of precipitation clouds base on Fuzzy Logic method

In Reference [12], six preparative reflectivity-morphological parameters are presented to 
identify the precipitation cloud, which are desciribed as follows.

1. Composite Reflectivity ( ZCR).ZCR is defined as the maximum reflectivity in the verti-
cal direction. However, the distribution of radar volume scan data is discrete in the 
vertical direction. It is necessary to interpolate the reflectivity data in the vertical 
direction so as to obtain the maximum reflectivity.

2. Echo top height associated with 35 dBZ reflectivity ( HET).HET is defined as the max-
imum height in the vertical direction with Z > 35.
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3. Vertically Integrated Liquid Water Content ( MVIL ). MVIL is defined as the sum of the 
liquid water mass of all drops in a unit volume, which are given by Eq. 7. Where ρ is 
the water density,D is the diameter of precipitation particles, and N (D) is the drop 
distribution of the precipitation particles.

4. Horizontal gradient of ZCR ( GCR ), which is defined as Eq. 8. Where 
(

i, j
)

 is the coordi-
nate of ZCR in grid pattern and n = 2.

5. Horizontal gradient of HET ( GET ), which is defined as Eq. 9. Where 
(

i, j
)

 is the coor-
dinate of HET in grid pattern and n = 2.

6. Density of MVIL ( DVIL ), which is defined as Eq. 10. Where HMax is the top height of 
the precipitation cloud detected by the radar, HMin is the bottom height of the pre-
cipitation cloud detected by the radar.

Moreover, the fuzzy logic method is applied to identify the precipitation cloud based 
on the distribution law of GCR , GET and DVIL . This identification method has been widely 
used in China. Fuzzification is the transformation of the input data into the fuzzy basis 
by using membership function. Where, the trapmf membership function is applied, 
which is given by Eq. 11.
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Fig. 11 The trapmf membership functions corresponding to the stratiform cloud
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where X is the input, and X1−4 correspond to the four inflection points of the trapmf 
membership function. Moreover, the trapmf membership functions corresponding to 
the stratiform cloud are given by Fig. 11.

Rule inference is the weighted sum of multiple fuzzy bases, which is given by Eq. 12.

where, MBFj ( j = 1, 2, 3 ) represents the degree of membership function corresponding 
to the three input parameters, Wj is the weighting of the j-th input parameter ( WGCR=0.4

,WDVIL=0.3 and WGET=0.3 ), and R can be understood as the probability that the precipi-
tation cloud corresponding to the input parameters is stratified cloud. Therefore, when 
R ≥ 0.5 , the output is stratiform cloud, otherwise the output is convective cloud. The 
advantage of this method is that the classification results based on the degree of mem-
bership function rather than the specific values. Moreover, this method is not limited by 
the statistical formula and the final result is not affected by the inaccurate value of some 
parameters.

4  Results and discussions
In this paper, the performance of the new identification methods is evaluated by the data 
detected in a mixed cloud precipitation process by using the CINRAD-SA dual-polariza-
tion Doppler weather radar. Moreover, the traditional identification methods proposed 
in Reference [12] is also applied to identify the precipitation cloud corresponding to the 
mixed cloud precipitation process.

On 19 March 2016, a heavy rainfall process was detected by the CINRAD-SA radar, 
which is located in Guangzhou, Guangdong, China (23°01′N, 113°35′E). The experimen-
tal data were detected from 12 continuous volume scan in the period from 2342UTC on 
March 19, 2016 to 0054UTC on March 20, 2016. Moreover, the interval time of adjacent 
volume scan is 6  min. The reflectivity CAPPI data are inverted by using the Adaptive 
Barnes interpolation method, which is introduced in Sect. 3.1. Figure 12a is the reflec-
tivity CAPPI distribution map at 2–6  km altitudes. The top of the Figure is the orig-
inal CAPPI distribution map, and the bottom is the standardized CAPPI distribution 
map. The paper only processes the data in the area within 100 km. The data resolution is 
500 × 500 m, and the distance between adjacent circles is 25 km. Figure 12b is the radial 
velocity distribution map of the ground horizontal wind field. Figure 12c is the spectral 
width data distribution map of the ground horizontal wind field. Each Figure contains 
two parts, the original distribution map on the left, and the standardized distribution 
map on the right.

As shown in Fig. 12a, the red area on northeast of the radar station is a heavy precipi-
tation area. The reflectivity of this area reaches over 40dbZ, and the central reflectivity 

(11)T (X ,X1,X2,X3,X4) =
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of this area reaches 60dbZ. In the horizontal direction, the radar reflectivity decreases 
gradually with the outward direction of the reflectivity center, and the reflectivity at 
20 km away from the reflectivity center decreases to 30dbZ. It reflects that the reflectiv-
ity of this region has a large gradient in the horizontal direction. In the vertical direction, 
the radar reflectivity reaches its maximum value at the height of 3  km. As the height 
increases or decreases, the reflectivity will gradually decrease, which reflects that the 
reflectivity of this region also has a large gradient in the vertical direction.

As shown in Fig.  12b, the left side of the radar station is southeast wind, and the 
right side is southwest wind. It is accompanied by slight convergence. As described in 

Fig. 12 The pre-processed radar data corresponding to 2342UTC, a CAPPI distribution map of the reflectivity 
at 2–6 km altitudes, b Radial velocity distribution map of the ground horizontal wind field, c Spectral width 
data distribution map of the ground horizontal wind field

Fig. 13 The identification result of precipitation clouds corresponding to 2342UTC. a FR-Z, b FR-ZVW
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Sect.  3.2, it can be inferred that this time is the middle and late period of convective 
cloud precipitation. The radial velocity has obvious abrupt change in the heavy precipi-
tation area above mentioned. Moreover, the radial velocity decreases gradually when it 
closes to the precipitation center. In Fig. 12c, the spectral width data of this heavy pre-
cipitation area gradually increases when it closes to the precipitation center. Combined 
with the characteristics above mentioned, the precipitation cloud corresponding to the 
heavy precipitation region should be convective cloud.

The identification result of FR-Z model corresponding to 2342UTC is shown in 
Fig. 13a, where the input only includes the reflectivity data. The selected area in the red 
box is the convective cloud, and the annotation above the red box is the probability. 
Moreover, the identification result of FR-ZVW model is shown in Fig. 13b, where the 
input includes reflectivity, radial velocity and spectral width data. It can be seen that the 
identification results are basically consistent with the analyses above. In order to ver-
ify the validity of this method proposed in this paper, we use the fuzzy logic method 
to identify the precipitation clouds corresponding to 2342UTC, and the identification 
results are shown in Fig. 14a. The red areas are convective clouds, and other precipita-
tion cloud areas are stratiform clouds by default.

The identification results of the three methods are compared, and the comparison results 
are shown in Fig. 14b. The red and blue boxes are corresponding to the convective cloud 
areas, which are displayed in Fig. 13a and Fig. 13b, respectively. Moreover, the red areas 
correspond to the convective cloud displayed in Fig. 14a, which are identified by the fuzzy 
logic method. It can be seen that the identification results of the fuzzy logic method and 
the FR-Z method are basically consistent. However, the identification result of FR-ZVW 
method is different from the other two methods for the small-scale strong echo region at 
the bottom right. As shown in Fig. 12, the radial velocity distribution of this region is uni-
form, without convergence and divergence, and the spectral width is small. The reflectivity 
of this region has a large gradient in the horizontal and vertical directions, but the reflectiv-
ity tends to weaken. It can be inferred that the region should be at the end of the convective 

Fig. 14 The identification result of precipitation clouds corresponding to 2342UTC. a Traditional method, b 
comparison
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cloud precipitation. Therefore, the identification results of FR-ZVW method are more rea-
sonable. In addition, the above three methods are used to identify the precipitation clouds 

.

2342UTC 2348UTC 2354UTC

0000UTC 0006UTC 0012UTC

0018UTC 0024UTC 0030UTC

0036UTC 0042UTC 0048UTC

Fig. 15 The identification results of precipitation clouds corresponding to 2342UTC-0054UTC 

Table 4 The comparison results of identification methods

Method Time (s) Recall (%) Precision (%)

FR-Z 10 84.5 89

FR-ZVW 12 81 92

Traditional 32 90 72
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corresponding to the 12 continuous volume scan data. The identification results are shown 
in Fig. 15.

As shown in Fig. 15, the identification results of the three methods are basically consist-
ent. There are some small red areas that their reflectivity has a large gradient in the horizon-
tal and vertical directions and tend to decrease. However, these regions have no convection 
characteristics in the velocity field. The identification results of FR-ZVW method are more 
reliable. In addition, the testing set in Table 2 is used in the evaluation of the three identifi-
cation methods, and the evaluation results are shown in Table 4. The Recall and Precision 
listed in Table 4 are defined in Eqs. 13 and 14 respectively.

where CTotal is the total number of convective clouds in the testing set, CIdentified is the 
number of identified convective clouds, and CCorrect is the correct number of convec-
tive clouds in CIdentified . It can be seen that the fuzzy logic method has higher recall, but 
poor precision. However, the Faster-RCNN methods, including FR-Z and FR-ZVW, have 
higher precision, but sacrifices the recall. Compared with the FR-Z method, the FR-
ZVW method is based on multiple radar detection parameters, which makes the identi-
fication results more reliable.

5  Conclusions
With continued threat from severe convection weather, the identification of precipita-
tion clouds is crucial to weather forecast and aviation meteorology. Traditional identi-
fication methods utilize some parameters calculated from radar reflectivity to identify 
the precipitation clouds, which are based on the differences of radar reflectivity distribu-
tion morphology between strati-form and convective clouds in three-dimensional space. 
These methods have a common shortcoming that the radial velocity data detected by 
Doppler Weather Radar has not been applied to the identification of precipitation clouds 
because it is insensitive to the convective movement in the vertical direction. However, 
the convective movement in the vertical direction is an important feature for precipita-
tion clouds identification. Section 3.2 draws the conclusion that the ground horizontal 
wind field is often accompanied by convergence and divergence during the growth and 
mature stages of convective cells. Moreover, the radial velocity detected by the Doppler 
weather radar at minimum elevation can be regarded as the projection of horizontal 
wind field on the radar radial direction. Therefore, the radial velocity data detected by 
the Doppler weather radar at minimum elevation can be used to the identification of 
precipitation clouds.

In this paper, a new method for precipitation clouds identification was described, 
which makes full use of the data products of Doppler weather radar, including reflec-
tivity, radial velocity and spectrum width of radial velocity. In order to verify the 
role of Doppler radial velocity data in the identification of precipitation cloud, two 

(13)Recall =
CIdentified

CTotal

(14)Precision =
CCorrect

CIdentified
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Faster-RCNN models with similar network structures are constructed, which are FR-Z 
and FR-ZVW. The FR-Z model only takes reflectivity data as input, while the FR-ZVW 
model takes reflectivity, radial velocity and spectral width data as input. Moreover, 
the traditional precipitation clouds identification method based on fuzzy logic is also 
applied to verify the accuracy of new identification methods. Experiments to evaluate 
the proposed method showed that the new method has great advantages in efficiency 
and precision compared with the traditional methods. Moreover, the identification 
results of FR-ZVW is more reliable than FR-Z. But the distribution map of the results 
identified by the fuzzy logic method is more refined.

This study is the first one that reports applying the radial velocity data detected by 
the Doppler weather radar to the identification of precipitation clouds. Moreover, the 
deep learning algorithm was applied to identify the precipitation clouds. Compared with 
traditional identification methods, this method achieves better results in efficiency and 
accuracy. However, the training process of Faster-RCNN model usually requires large 
labeled data and powerful computational resources. It is obvious that the training sam-
ples described in Sect. 3.2 are insufficient. Future work should be focused on collecting 
more samples for training and testing of the Faster-RCNN model. Moreover, most of 
the running time of the above methods is spent on the the interpolation of radar volume 
scan data. Future work should minimize the running time of the precipitation clouds 
identification system by optimizing the interpolation algorithms.
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