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Abstract 

In recent years, the behavior recognition technology based on Wi-Fi devices has been 
favored by many researchers. Existing Wi-Fi-based human behavior recognition tech-
nology mainly uses classification algorithms to construct classification models, which 
has problems such as inaccurate behavior segmentation, failure to extract deep-level 
features from the original data and design classification models matching the pro-
posed features in the process of behavior recognition. In order to solve above prob-
lems, this paper proposes a window variance comparison method by combining the 
adaptive thresholds calculated to achieve effective segmentation of multiple discon-
tinuous human behaviors, then uses the short-time Fourier algorithm to extract time-
frequency features of individual behavior, and extracts the graph structure data from 
the autocorrelation matrix of time-frequency features and the features themselves. A 
graph neural network is built for behavior recognition. The experimental results show 
that the segmentation accuracy of the behavior segmentation method in the two 
scenes is 0.964 and 0.993, which is better than the existing threshold-based behavior 
segmentation methods. In addition, this paper extracts graph structure data by spec-
tral energy change method and builds behavior recognition model by using graph 
neural network, and the recognition accuracy is significantly improved compared with 
the traditional classification algorithm.

Keywords:  Behavior recognition, Behavior segmentation, Channel state information, 
Graph neural network

1  Introduction
1.1 � Motivation

The insensitivity of wireless signals to the propagation medium and the widespread 
deployment of wireless fidelity (Wi-Fi) devices have led to an increasing interest in 
behavior recognition techniques based on Wi-Fi devices. Behavior recognition tech-
niques are based on analyzing the perturbation changes of human behavior on the wire-
less channel, using these changes to extract behavioral features and then constructing a 
behavioral classifier thus realizing human behavior recognition [1–4].

The realization of human behavior recognition based on commercial Wi-Fi devices 
mainly relies on received signal strength indication (RSSI) or channel state information 
(CSI). RSSI describes average power of received signal, which can be easily measured 

*Correspondence:   
2635169071@qq.com

1 School of Communication 
and Information Engineering, 
Chongqing University of Posts 
and Telecommunications, 
Chongqing, China
2 Chongqing Key Laboratory 
of Mobile Communications 
Technology, Chongqing 
University of Posts 
and Telecommunications, 
Chongqing, China

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13638-023-02252-5&domain=pdf


Page 2 of 25Yang et al. J Wireless Com Network         (2023) 2023:46 

from most wireless devices. The low sensing sensitivity of RSSI and its susceptibility to 
noise do not allow high-accuracy sensing and identification of fine-grained behaviors. 
Thanks to the widespread use of orthogonal frequency division multiplexing (OFDM) 
technology, Halperin et al. [5] developed CSI-tools, a channel information measurement 
tool based on Intel 5300 NICs. The measured CSI can portray the variation of wireless 
signals in space. CSI is highly sensitive to changes in the signal propagation channel and 
has fine-grained characteristics. Therefore, a large number of researchers have started 
to focus on using CSI for contactless human behavior recognition, such as Wi-Hear [6], 
E-eyes [7], and RT-Fall [8].

For CSI-based human behavior recognition system, excluding CSI data acquisition 
and data pre-processing, the rest of process can be generally divided into three stages: 
segmentation of behavior data segments, behavior-related feature extraction and behav-
ior category determination. The behavior segmentation stage mainly detects the start 
and end time points of behaviors from the continuous CSI data stream. The accuracy 
of segmentation of CSI data segments containing individual behavior as the input to the 
behavior classification model will directly affect the accuracy of subsequent behavior 
recognition. A large number of researchers have proposed threshold-based segmenta-
tion algorithms to implement behavior segmentation. In the feature extraction stage, 
features are generally extracted from the CSI signal so that the data can represent the 
behavior to the maximum extent and the behavior type can be discriminated by features. 
The features are generally time domain features or frequency domain features of the 
signal. In the behavior recognition stage, a behavior classification model is constructed 
using machine learning or neural network algorithms, and then, the trained model is 
used to determine the behavior.

We build a human behavior recognition system using low-cost and widely deployed 
Wi-Fi devices and realize behavior recognition by collecting CSI. Based on the built 
human behavior recognition system, we design a novel behavior segmentation method, 
which solves the problem that existing behavior recognition methods cannot achieve 
accurate segmentation of multiple behaviors and lays the foundation for subsequent 
behavior recognition. In addition, unlike traditional behavior recognition methods, we 
extract graph structure characteristics from individual behavior, and that can character-
ize the behavior to the greatest extent, and then builds a graph neural network to realize 
behavior classification.

The main work of this paper is as follows. 

1.	 In this paper, a behavior segmentation method is proposed. The method can achieve 
high-accuracy segmentation of human behavior and solve the problems such as inac-
curate behavior segmentation of existing human behavior segmentation algorithms.

2.	 We propose a new behavior recognition method. Firstly, the short-time Fourier 
transform is used to extract time-frequency domain features from individual behav-
ior, and then the data containing graph structure information are innovatively 
extracted from human behavior features, and the graph neural network is used to 
realize behavior recognition.

3.	 In this paper, the behavioral segmentation method and the behavioral recogni-
tion method are validated and analyzed in the exhibition room and the laboratory, 
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respectively. The experimental results show that the behavior segmentation accuracy 
of this segmentation method is higher than the existing human behavior segmenta-
tion algorithm, and the recognition accuracy of this behavior recognition method is 
higher than the traditional behavior recognition method.

The rest of this paper is organized as follows. In Sect.  1.2, we briefly introduce the 
related work. In Sect.  2.1, we shortly introduce our activity recognition system. Sec-
tion 2.2 describes the implementation process of the behavior segmentation method in 
detail. Section 2.3 describes the graph data acquisition method and the construction of 
graph neural network. Our experimental scenarios as well as experimental results are 
illustrated in Sect. 3. Section 4 provides the conclusion.

1.2 � Related work

1.2.1 � Behavior segmentation

In CSI-based human behavior recognition, it is extremely important to extract the data 
segments from the original data stream, which can improve the behavior recognition 
accuracy. Therefore, some researchers have proposed behavior segmentation algorithms.

CSI is sensitive to changes in the surrounding environmental information, and the 
variance of CSI in the presence of activity will be much larger than that in the absence of 
activity. Wu et al. [9] proposed a normalized variance sliding window algorithm to deter-
mine the start and end time points of individual behaviors. Wang et al. [10] used the var-
iance of CSI during the occurrence of activity. Bu et al. [11] divided CSI into segments 
and calculated the mean and variance of each segment separately, and when a variance 
was larger than the threshold, the behavior was determined to exist in the data segment.

In the above method, the effectiveness of threshold is reduced when the environmen-
tal information changes. To reduce the impact of environment on the performance of 
behavior segmentation, some researchers have used adaptive thresholding to implement 
behavior segmentation. For example, Feng et al. [12] divided CSI into sub-data segments 
and calculated the variance in each segment, arranged them in ascending order accord-
ing to the magnitude of the variance, and calculated the difference between the larger 
half and the smaller half of the variance. If this difference is larger than the adaptive 
threshold, it indicates the presence of behavior in that sub-data segment.

In addition to the threshold-based behavior segmentation algorithm, some researchers 
have proposed more ’novel’ behavior segmentation methods. For example, in the RT-
fall system [8], researchers first automatically determine the fall behavior by processing 
the variance of the CSI phase-difference signal. Lin et al. [13] proposed the automatic 
segment algorithm by combining the ideas of aggregation and mapping. Xiao et  al. 
[14] divided the waveform of a complete behavior into four states of the same length, 
and then generated a behavior state model by convolutional neural network to achieve 
human behavior segmentation.

The above studies utilize threshold-based or other methods to achieve behavior seg-
mentation and achieve the expected performance, but they all inevitably have certain 
problems. For the optimal threshold-based behavior segmentation methods, it is dif-
ficult to find the optimal threshold for mixed behaviors (multiple types of behaviors 
contained in a single data) because the CSI magnitudes between different behaviors 
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can be very different. At the same time, there is a certain subjectivity in the optimal 
threshold set manually. To a certain extent, the behavior segmentation method based 
on adaptive thresholding overcomes the drawbacks of the behavior segmentation 
method based on optimal thresholding. Among some other behavior segmentation 
methods, the behavior segmentation method based on deep learning needs to collect 
behavior state data, build behavior state models, which can greatly increase the pre-
liminary workload. In contrast, the behavior segmentation algorithm proposed in this 
paper uses the kernel density method to make the threshold adaptive, which is able 
to accurately segment multiple mixed behaviors. At the same time, the overall time 
complexity of the method is low, and it does not require the preliminary work as in 
the DeepSeg system, which lays the foundation for the subsequent implementation of 
real-time behavior segmentation.

1.2.2 � Behavior recognition

Existing human behavior recognition techniques can be divided into two types: 
model-based behavior recognition techniques and pattern-based behavior recogni-
tion techniques. The former intends to design a physical model that is capable of link-
ing environmental changes to signal changes [15]. Applying model-based approaches 
in some cases is challenging and it is difficult to develop a general mathematical 
model describing CSI in different scenarios. Wang et  al. [16] proposed a CSI speed 
model and a CSI activity model for human behavior recognition.

Compared to model-based behavior recognition systems, pattern-based behavior 
recognition systems require a large amount of data as well as several iterations to 
achieve the best classification by training the network parameters. Chowdhury et al. 
[17] extracted correlation features from CSI subcarriers and input these features into 
a behavior classification model to achieve behavior recognition. Wu et  al. [9] pro-
posed a device-free behavior recognition system based on back propagation neural 
network to recognize seven different behaviors with an average recognition accuracy 
of 94.46%.Wang et  al. [10] constructed a CSI behavior model for different motion 
states using hidden Markov model (HMM), which can recognize eight behaviors. li 
et al. [18] used the arrival angle difference as a reference signal, and then used a bidi-
rectional long and short term memory network to classify behaviors. Chen et al. [19] 
proposed a new behavior classification algorithm by combining the attention mecha-
nism, which uses the attention mechanism to assign different weights to all features, 
achieved a high accuracy of behavior recognition.

In the above study, existing human behavior recognition systems generally perform 
simple processing of raw data as features and then input them into the classification 
model for behavior recognition. Although these methods can achieve behavior rec-
ognition, they have problems such as low robustness and easy confusion of similar 
behaviors. The reasons for this are the failure to extract deep-level features from the 
raw data and the failure to design a classification model that matches the proposed 
features. In order to solve the above problems, we extracts the data with graph struc-
ture information from the original data and then combines graph neural network to 
realize behavior classification.
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2 � Methods
2.1 � System overview

Although the existing behavior recognition system can complete the recognition of 
human behavior with high recognition accuracy under some conditions, there are still 
problems such as low segmentation accuracy, failure to extract deep-level features 
of human behavior and utilize classification algorithms that are compatible with the 
features. We propose an indoor human behavior recognition system based on Wi-Fi 
devices, and the overall framework is shown in Fig. 1.

2.2 � Behavior segmentation method

2.2.1 � Data collection

In the field of wireless communication, CSI is channel property of the communica-
tion link. Therefore, we can use CSI to evaluate the state of communication link and 
achieve recognition of human behavior. We extract the CSI information from the 
physical layer by modifying the firmware of the Intel 5300 NIC. In frequency domain, 
the wireless channel can be modeled as

where Y  and X are received signal matrix and transmitted signal matrix, respectively, ζ is 
additive Gaussian white noise, and H is a matrix containing CSI information. When the 
number of sampling points is 1, the matrix H represents the CSI value of a single packet. 
The CSI of the kth subcarrier can be expressed as

where |H(k)| and ∠H(k) represent the amplitude and phase information of the CSI of 
the kth subcarrier, respectively.

Under the role of orthogonal frequency division multiplexing system, the band-
width of common wireless devices is divided into K subcarrier groups. Each CSI 
measurement is a matrix containing K ′ = K × Ntx × Nrx dimensions, where Ntx is 
the number of transmit antennas and Nrx is the number of receive antennas.

(1)Y = H × X + ζ

(2)H(k) = |H(k)|ej∠H(k)

Fig. 1  Framework of behavior recognition system
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2.2.2 � Wavelet threshold method‑based noise removal

For common indoor human behavior, different types of behavior can lead to different 
effects on each frequency component of original signal, such that the noise of original 
signal cannot be removed by a band-pass filter with a fixed frequency range. In addi-
tion, using STFT to analyze CSI amplitude will lose time domain information. There-
fore, this paper uses wavelet thresholding method to achieve noise removal from CSI 
signal amplitude. The wavelet thresholding method achieves noise removal mainly by 
using wavelet decomposition to remove the correlation of data. After decomposing CSI 
amplitude using wavelet transform, the energy of useful signal will be distributed in the 
larger coefficients in wavelet domain, while the energy of noise will be distributed in 
whole wavelet domain. Therefore, in this paper, noise cancellation is achieved by setting 
a threshold to retain useful signal coefficients and abate noise coefficients. The specific 
implementation steps of this method are as follows: (1) wavelet decomposition. Set the 
number of wavelet decomposition levels T c and the basis function, and use Mallat algo-
rithm to calculate the high-frequency coefficient CHt and low-frequency coefficient CLt 
of the t-level wavelet; (2) high-frequency coefficient processing. Calculate the global uni-
fied threshold, and readjust the size of the high-frequency coefficient by combining the 
soft-value threshold method and the relationship between the threshold and the high-
frequency coefficient. First, calculate the standard deviation of noise δ:

where 0.6745 is the adjustment coefficient. According to the VisuShrink criterion, calcu-
late the global unified threshold TH:

where N  is the length of the signal. Recalculate the high-frequency coefficient according 
to Eq. (4), and get:

where sign(·) is a symbolic function (5). Signal reconstruction. According to CH ′

t and 
CLt , the denoised signal is reconstructed.

The CSI amplitudes before and after wavelet denoising are shown in Fig.  2, respec-
tively. In Fig.  2a, the high-frequency noise makes useful information in the signal 
drowned, while in Fig.  2b, the high-frequency noise is effectively suppressed, and the 
signal becomes smoother compared with that before denoising, which can reflect the 
fluctuation change of signal amplitude more clearly when a human behavior occurs.

2.2.3 � PCA‑based dimensionality reduction

The CSI amplitude is effectively suppressed by high-frequency noise and anomalies 
after noise cancellation, but the dimensionality of signals does not change. The CSI 
amplitude fluctuations caused by behavior can be observed in some subcarriers, but 

(3)δ =
1

0.6745

1

T c

T c

t=1

|CHt |

(4)TH = δ

√

2 log N

(5)CH
′

t =

{

[sign(CHt)] (CHt − TH) CHt > TH
0 CHt < TH
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the fluctuations are not clearly observed in other subcarriers. Therefore, it is unre-
liable to use only the amplitude information in one or some subcarriers for human 
behavior recognition. In addition, if the amplitude information of all subcarriers is 
used to realize human behavior recognition, too large amount of data will limit the 
running speed of the program. In order to ensure the running speed of the program 
while using the amplitude information of all subcarriers, we use principal component 
analysis to compress the dimensions of CSI matrix and extract the subspace infor-
mation of this matrix, and implements human behavior recognition based on sub-
space information. Using PCA algorithm to reduce the dimension of the matrix, the 
noise can be suppressed while the fluctuation of CSI data segment reflecting human 
behavior information can be made more obvious. The steps of PCA algorithm imple-
mentation are as follows: (1) decentering. Subtracting the mean value of signals. (2) 
Calculate the covariance matrix. Suppose H ′ represents the denoised CSI amplitude,

where N  is the number of data packets received by the receiver on a single subcar-
rier, h′k = [h′k ,1h

′
k ,2 · · · h

′
k ,n · · · h

′
k ,N ] , h

′
k ,n are the elements of the kth row and nth column 

of denoised CSI matrix. Then the covariance matrix CH is

(3) Perform a matrix decomposition on CH . (4)Using feature vectors obtained from the 
third step, calculate new projection matrix.

where zi is the subspace signal corresponding to the ith eigenvector and qi is the ith 
eigenvector.

From Fig.  3, it can be seen that the CSI amplitude fluctuations caused by human 
behavior are easier to analyze from the first five subspace signals. The subspace sig-
nals calculated according to the PCA algorithm contain both noisy and useful signals, 
so it becomes a problem to select appropriate subspace signals for subsequent behav-
ior segmentation and recognition.

(6)H ′ = [h′k ,n]K ′×N = [h′1h
′
2 · · ·h

′
k · · ·h

′
K ′ ]

T

(7)CH = COV (H ′,H ′)

(8)zi = (H ′)Tqi

Fig. 2  Noise removal
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2.2.4 � Relief‑based subspace fusion signal acquisition

In order to improve the accuracy of behavior segmentation, it is necessary to select 
the optimal one from these five subspace signals that can reflect the human behavior 
information to the maximum extent.

In existing studies, both the CARM system and the WiAG system use PCA to 
achieve dimensionality reduction and denoising of CSI data, but the difference is 
that the former uses the second subspace signal and the third subspace signal, and 
the latter uses only the third subspace signal. After extensive experiments, it is inap-
propriate to use a subspace signal alone as the reference signal for human behavior 
segmentation and recognition, which will lose the information of other subspaces. In 
order to solve this problem, this paper uses ReliefF algorithm to calculate the weight 
of each subspace signal and then reconstructs the behavior segmentation reference 
signal by combining each subspace signal and corresponding weight.

Suppose the set of subspace signals Z is

where zi = [z1,iz2,i · · · zn,i · · · zN ,i]
T,i ∈ [1, 5],n ∈ [1,N ],gn = [zn,1zn,2zn,3zn,4zn,5] , zn,i is 

the n row and i column element of Z . gn is treated as a sample and the class label of gn is 
cn ∈ C , C = {1, 2, 3, · · · ,N } . In other words, each row vector is treated as a sample and 
the row number of that row vector is treated as the corresponding class label. The differ-
ence between two samples gm and gn on subspace signal zi can be defined as

The ReliefF algorithm selects d samples from all samples that are closest to gn based on 
the difference in class labels. All of these selected samples that are of the same type as gn 
form the set In, and all samples that are different from gn and of type c form the set M(c). 
The weights wzi of zi are updated according to Eq. (8) and In and M(c). The equation is as 
follows.

(9)Z = [z1z2z3z4z5] = [g1g2 · · · gn · · · gN ]
T

(10)df (zi, gm, gn) =







|zmi−zni|
max(zi)−min(zi)

0
1

zi continuous
zi separated, zmi = zni
zi separated, zmi �= zni

Fig. 3  Subspace signal amplitude
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We use this algorithm to calculate weights for five subspace signals calculated by PCA, 
and the size of each weight is shown in Fig. 4.

Based on each subspace signal and its corresponding weight size, the fused signal 
e:

The amplitudes of subspace fusion signals are shown in Fig. 5. The fluctuations in the 
data segment corresponding to human behavior are more pronounced compared to the 
non-human behavior data segment.

(11)
wzi = wzi −

1

r × d

∑

x∈In
df (zi, gn, x)

+
1

r × d

∑

x/∈class(gn)

[

p(c)

1− p(class(gn))

∑

x/∈M(c)
df (zi, gn, x)

]

(12)e =

5
∑

i=1

wzi
∑5

j=1 wzj

× zi

Fig. 4  Weights of subspace signals

Fig. 5  Subspace fusion signal
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2.2.5 � Data detrending based on segment fitting

The CSI matrix, after being reconstructed by the PCA and ReliefF algorithms, can 
calculate a signal that maximally reflects the effect of human activity on CSI ampli-
tude. From local variation of the signal, the data segment with no behavior is more 
moderate than the segment with behavior, but there is still a trend. The presence of 
this “trend” will keep variance of the local data segments at a large value, which will 
affect the extraction of behavior-related data segments based on sliding variance, and 
therefore, the subspace fusion signal needs to be detrended.

The common method is to achieve data detrending by subtracting an optimal fitted 
straight line, by which the global detrending of the fused signal can be achieved, but 
the trend of local data segments still exists. We propose the segmented polynomial 
detrending method to remove the overall as well as local trends of the data. First, the 
whole fused signal is divided into a number of data segments of length N0.

where 1 ≤ i ≤ N/N0 . Then, a polynomial of degree T is chosen to fit each data segment.

where fit() denotes the polynomial fitting operator. Finally, the fitting error is obtained 
by subtracting the fitting results of each data segment from original data segment, and 
the fitting errors of each data segment are recombined to obtain detrended fusion signal 
v.

When fitting the fused signal, the smaller the N0 , the larger the T, the better the fit, but 
the time complexity of fit will be higher. When the time complexity of whole segment fit-
ting operation is the lowest and overall variance of fitting error (i.e., the fused signal after 
detrending) is the smallest, then N0 and T are the best choices.

Since time complexity of this algorithm is described in an abstract way, it cannot 
be calculated accurately using mathematical methods. Therefore, the computer calcu-
lates the fitting elapsed time and variance of fitting error under different parameters 
separately to determine the best and the length of segmented data. In this paper, the 
degrees of polynomials are set to 1–9, and the segment lengths of data segments are 
set to 50, 100, 150, and 200, respectively, and corresponding elapsed time and vari-
ance are shown in Fig. 6. In Fig. 6a, when the degree of polynomial is less than 4 and 
the segment length is greater than 50, the time consumption is kept low. In Fig. 6b, 
the variance decreases with the increase of the number of fits and increases with the 
increase of segment length. In summary, in the segmented polynomial fit, setting the 
degree of polynomial to 3 and segment length to 50 is the best choice.

Figure  7 shows the comparison of the effect of two detrending methods, where 
Fig.  7a and c shows fused signals and their corresponding overall and local trends, 
respectively, and Fig. 7b and d shows the effect of using general detrending method 
and segment fitting detrending method, respectively. Compared with the general 

(13)e = [eN0(1)eN0(2) · · · eN0(i) · · · eN0(N/N0)]

(14)e′N0
(i) = fit(eN0(i),T )

(15)v = e − e′
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detrending method, the segmented fitting detrending removes local trend in the sig-
nal while removing overall trend.

2.2.6 � Threshold adaptive method

Among some existing human behavior segmentation methods, achieving segmentation 
by setting a threshold is the most common and effective, but these methods still have 
some drawbacks. For example, for the optimal threshold method, the set threshold is 
only valid for a specific data segment, and the effectiveness of the set threshold is greatly 
reduced when some external environment such as the data acquisition scene changes. 

Fig. 6  The relationship between degree of polynomial and fitting time and fitting variance

Fig. 7  Comparison of the effect of detrending methods
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Some researchers have solved this problem by adapting the thresholds, but too many 
parameters are introduced in the calculation of adaptive thresholds, and the introduc-
tion of these parameters affects the stability of the threshold adaption.

In this paper, a new threshold adaptive method is designed to calculate the adaptive 
threshold by the statistical features in the values. The implementation process of the 
threshold adaptive method is shown in algorithm 1. The method first calculates the slid-
ing variance V  of v , then finds the data segment with the longest stationary duration 
from V  and performs kernel density estimation for this segment; and finally calculates 
the magnitude of the value corresponding to when the cumulative distribution probabil-
ity reaches 0.975, which is the threshold value of this data segment.

2.2.7 � Behavior segmentation

After the preliminary data processing, V  is obtained. In order to effectively determine 
the start and end time of the behavior from V  , this paper proposes behavior segmenta-
tion algorithm.

The main ideas of the algorithm include two aspects: (1) to make full use of the ideas of 
“window” and “comparison” to determine the start and end time of a behavior according 
to the relationship between the sliding variance and the threshold; (2) to set the sliding 
variance of the behavior that has been determined to occur (2) set the sliding variance 
of the identified behavior to zero, and then determine the start and end times of other 
behaviors according to (1). Figure 8 shows the results of human behavior segmentation.

The algorithm flow is shown in Algorithm  2. The inputs to the algorithm are V  , δ , 
WN , where WN is the length of the comparison window and plays an important role in 

Fig. 8  Behavior segmentation results
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determining the behavior start time and end time. The output parameters are multiple 
tstart and tend time pairs, the number of which is related to the number of behaviors. The 
detailed steps of the partitioning method are as follows.

Step 1 Find the maximum value Max in V  , and compare Max with δ . When Max is 
smaller than δ . when Max is larger than δ , the subsequent steps are continued.

Step 2 Record the index IndexMax of Max, and also define IndexRt and IndexLt cor-
responding to the time point when the behavior occurs and the time point when it ends, 
and IndexRt = IndexLt = IndexMax . Using IndexMax as starting point, find the index 
values in interval [IndexMax + 1, IndexMax +WN ] corresponding to greater than δ and 
compose the set L1 of these index values. When L1 is an empty set, the end time point 
is IndexMax; when L1 is not an empty set, then find the largest element iMax in L1 , and 
then assign the value of iMax to IndexMax.

Step 3 Using IndexMax as starting point, find the index values greater than δ in the 
interval [IndexLt −WN , IndexLt − 1] and assign these index values to the set L2 . When 
L2 is empty, it means that the behavior has started at IndexMax and the starting time 
point is IndexLt, if L2 is not empty, find the smallest element iMin in the set, assign the 
value of iMin to IndexLt.

Step 4 Set the value corresponding to the interval [IndexLt, IndexRt] to 0 and proceed 
from step 1 to step 3.

With the above steps, this algorithm can effectively extract the data segments from 
the original data when the behaviors occur, and at the same time, the segmentation of 
the original data containing multiple discontinuous behaviors is still effective using this 
algorithm.
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2.3 � Behavior recognition methods

2.3.1 � STFT‑based feature extraction

STFT is a common analysis method used in signal time-frequency analysis. The 
method first uses a windowing function to segment the signal and then calculates a 
series of spectral features by sliding window function. In the process of short-time 
Fourier transform, the segmentation length is extremely important, which affects the 
time resolution and frequency resolution of the time-frequency diagram calculated by 
STFT. In this paper, when using STFT algorithm to calculate the time-frequency fea-
tures. Considering the computer processing time and the effect of the time-frequency 
features, the sampling frequency is 40 Hz. In order to inhibit the spectral leakage of 
the short-time Fourier transform, the window function is a Hanning window with a 
larger side lobes attenuation. The window length is 500 packets, which keeps the same 
packet sending rate as data acquisition, and the overlap window size is set to 50% of 
the window length. Figure 9 shows the time-frequency characteristics of three differ-
ent human behaviors of falling, running, and stationary, respectively. From the time 
dimension, the duration of running is longer than that of falling, which is consistent 
with the duration of the real behavior. On the other hand, the falling behavior has a 
higher-frequency component in the middle of the behavior, while the running has a 
higher frequency component in the whole period of the behavior; from the frequency 
dimension, the frequency component of the stationary behavior has a higher energy 
near the zero frequency, while the other behaviors have a higher energy in the higher 
frequency bands all have higher energy.

Fig. 9  Time-frequency features
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2.3.2 � Graph data acquisition

Before introducing graph neural networks to model human behavior features for 
behavior classification, it is necessary to map the time-frequency features of human 
behavior into graph structure data. The clearer the relationship between the nodes in 
the graph structure data, the better the training of the classification model. Therefore, 
extracting graph structure data from time-frequency features becomes a research 
focus of this paper. 

1.	 Autocorrelation matrix method Considering that the adjacency matrix of graph is 
a real symmetric matrix, therefore, the autocorrelation is found for this matrix, and 
the resulting autocorrelation matrix is also a real symmetric matrix as well. Based on 
this, the first graph structure data method is to calculate the autocorrelation matrix 
for the time-frequency features of the individual behaviors, and then extract the 
graph structure data based on the autocorrelation matrix, as follows.

	  Assume that the time-frequency features extracted from individual behaviors are 
Dp , 

 where F0 denotes the highest frequency and is related to the sampling frequency in 
STFT algorithm. The ith row, Dpi =

{

Dpi(j)
}

 , NSB is related to related to the dura-
tion of the behavior and the parameter settings in STFT algorithm. Then, the auto-
correlation matrix of time-frequency features is 

 where the parameter of ith row and jth column is 

	 Since the correlation coefficients between different vectors exist less than zero, 
the derived autocorrelation matrix needs to be divided and set to zero, which is han-
dled as follows. 

	 Then, the graph structure data is constructed based on matrix Cor ′ . Suppose the 
graph constructed from this matrix is G, its adjacency matrix is A and the node fea-
ture set is X . Then, Ai,j can be expressed as 

	 The characteristics of the ith node are 

(16)Dp = [Dp1Dp2Dp3 · · ·DpF0 ]
T

(17)Cor = E(Dp ∗DpT )

(18)Cor(i, j) =
E(DpiDpj)− E(Dpi)E(Dpj)

√

E(Dp2i )− E2(Dpi)
√

E(Dp2j )− E2(Dpj)

(19)Cor ′(i, j) =

{

Cor(i, j)
0

Cor(i, j) ≥ 0
Cor(i, j) < 0

(20)Ai,j =

{

1
0

Cor ′(i, j) > 0
Cor ′(i, j) = 0
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 where 1 ≤ k ≤ F0 . From this, the graph data construction can be completed accord-
ing to this method.

2.	 Spectral energy change method 
	 In the previous subsection, the graph structure data construction was achieved by 

the autocorrelation matrix method, but this method does not fully utilize the time-
frequency characteristics, therefore, this paper proposes the spectral energy change 
method. This method constructs the graph structure data by analyzing the energy 
change of each frequency and the relative magnitude of energy between different 
frequencies. At the same time, this method can make maximum use of the original 
time-frequency features as the features of each node.

	  First, the whole time-frequency characteristics are divided into five parts: low fre-
quency (L), low and medium frequency (ML), medium frequency (M), medium and 
high frequency (MH) and high frequency (H), as shown in Fig. 10. The original fre-
quency spectrum can be expressed as follows. 

 where 

	 Different frequency bands contain the energy values of different frequency com-
ponents at different time points. Depending on the moment, the average energy of 
different frequency bands is obtained separately. Taking the low-frequency band as an 
example, 

(21)Xk =

F0
∑

i=1

Cor ′(i, k)

(22)Dp = [DPLDPMLDPMDPMHDPH ]
T

(23)



























DPL = [Dp1Dp2 · · ·DpF0/5]
T

DPML = [DpF0/5+1DpF0/5+2 · · ·Dp2F0/5]
T

DPM = [Dp2F0/5+1Dp2F0/5+2 · · ·Dp3F0/5]
T

DPMH = [Dp3F0/5+1Dp3F0/5+2 · · ·Dp4F0/5]
T

DPH = [Dp4F0/5+1Dp4F0/5+2 · · ·DpF0 ]
T

Fig. 10  Five frequency bands
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 where DP′
L denotes the average energy of low-frequency band at i moment. The 

average energy values of all frequency bands at different moments form the matrix Ŵ.
	 Next, construct graph structure data based on Ŵ . Define a mapping relation ς , 

 where Ŵ′ is still a matrix and Ŵ′ ∈ R5∗NSB , has the same dimension as Ŵ . In Ŵ′ , the 
elements of each column are rearranged according to the order of the size of ele-
ments in each column of Ŵ . That is, the average energy of different frequency bands 
at different moments with respect to the corresponding frequency bands is removed 
and replaced by the relationship between the magnitudes of the average energy of 
different frequency bands, while the relationship between the energy changes of the 
same frequency bands at different moments is retained. In short, constructing graph 
structure data with matrix Ŵ′ means rearranging the average energy values of differ-
ent frequency bands at the same moment according to the magnitude of energy val-
ues, and defining a node of the graph with that value, and then connecting the nodes 
belonging to the same frequency band at different moments. 

	 In practice, since the average energy value of the lower frequency band is always 
higher than the average energy of other frequency bands, this prevents the set of 
nodes generated by the lower frequency band from intertwining with the set of nodes 
generated by the other frequency bands. Therefore, a simple processing of the original 
data is required before constructing the graph structure data, defining 

 where f (·) is the operator, based on the matrix row vectors, subtracting the average 
value of each row vector, and finally interleaving the nodes constructed with differ-
ent frequency bands. Figure 11 shows the schematic diagram of the graph structure 
data. Each circle in the figure represents a node, and the nodes with the same color 
indicate that they come from the same frequency band.

	 After the above steps, the graph structure data construction is finally achieved. 
In order to retain the original time-frequency features to the maximum extent, the 

(24)DP ′
L(i) =

5

F0

F0/5
∑

j=1

Dpj(i)

(25)ς(Ŵ) → Ŵ′

(26)ς(f (Ŵ)) → Ŵ′

Fig. 11  Graph structure data
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time-frequency features are divided into features corresponding to nodes according 
to frequency bands and moments. Taking the moment i of the low-frequency band as 
an example, the corresponding node features are 

2.3.3 � Behavior identification

In previous human behavior recognition systems, behavior classification models are often 
constructed with algorithms such as support vector machines, decision trees, and LSTM, 
which generally use time-domain features such as mathematical statistical features as 
model input data.

In this paper, the autocorrelation matrix method and the frequency energy change 
method are used to successfully extract data containing graph structure information from 
the time-frequency features of individual behaviors, respectively, so that a graph neural net-
work can be built to realize graph classification to achieve behavior classification. Figure 12 
illustrates the structure of the graph neural network.

As shown in Fig. 12, the forward equation of this classification model is

where ReLu() is activation function, Z is the prediction class of the model, W (0) ∈ RC×H 
denotes the weight parameter of the first convolution, where L represents the adjacency 
matrix of each GCN graph, which is a symmetric matrix with a principal diagonal of 0, 
adding an identity matrix to matrix L is equal to L̃ , where C denotes the dimensionality 
of the features in the input layer, and H is the feature dimensionality after the first con-
volution. W (1) ∈ RH×F is the weight parameter of the second convolution, and F denotes 

(27)xL(i) = [Dp1(i)Dp2(i) · · ·DpF0/5(i)]
T

(28)Z = softmax(L̃ReLu(L̃SW (0))W (1))

Fig. 12  Graph neural network model
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the feature dimensionality after the second convolution. softmax() is the activation func-
tion, which can be expressed as

In addition, the model training uses the gradient descent method to update the param-
eter matrices W (0) and W (1) in neural network for calculation, which improves the model 
resistance to overfitting.

3 � Results and discussion
3.1 � Experimental equipment parameter setting

In order to evaluate the effectiveness of segmentation method and behavior recognition 
method proposed in this paper, a CSI data acquisition platform based on Wi-Fi 802.11n 
protocol was built. The platform consists of two mini-PCs equipped with Intel 5300 
NICs, with Ubuntu system and CSI-Tools toolkit installed, respectively. In the experi-
ment, the transceiver mode is one transmitter and three receivers. The transmitter oper-
ates in 5.7 GHz band with a channel bandwidth of 40 MHz, and the CSI sends packets at 
a rate of 500 packets per second.

3.2 � Experimental scenarios and data acquisition

In this experiment, the experimental data collection was mainly conducted in two envi-
ronments: YF501 exhibition room and YF316 laboratory. The floor plans of the exhi-
bition room and the laboratory are shown in Fig.  13. The size of the exhibition room 
is 7.5 m*10.5 m. There are several exhibition cabinets and a lot of miscellaneous items 
displayed in the room, and its environment is relatively complicated. The experimen-
tal room is 11 m*7.5 m. Compared with the exhibition room, the environment is only a 
large number of desks and other facilities in the room.

In both environments, the area where data are collected is the blank area between the 
transmitter and the receiver. In the figure, black squares and black dots are schematic 
diagrams of the locations where in-situ activities (e.g., falling, sitting) occur, and red 
dashed lines indicate schematic diagrams of activity trajectories for non-in-situ activities 

(29)softmax(zi) =
1

∑

i exp(zi)
exp(zi)

Fig. 13  Environments: exhibition room and laboratory
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(e.g., running, walking), and red squares and red dots represent the locations of trans-
mitters and receivers, respectively.

In this experiment, five volunteers of different heights and body sizes were invited to 
perform four different behaviors in order to increase the richness of data. These behav-
iors were all most likely to occur in the home environment, which included walking, 
running, falling, and sitting. For the large range of motion behaviors of walking and run-
ning, the volunteers were asked to move back and forth in the open area between the 
receiver and transmitter. When capturing smaller range of motion behaviors such as fall-
ing and sitting, the volunteer was asked not to move his or her active position and to 
change position only after completing a set of data collection. In addition, after complet-
ing a single behavior, volunteers were required to remain stationary for a short period of 
time. To verify the effectiveness of this segmentation method, the number of behaviors 
contained in each set of data was not required to be constant when collecting data, but 
only to ensure that each behavior occurred 30 times for each volunteer. There are 1500 
sets of sample data in the two scenarios.

3.3 � Behavior segmentation accuracy

During data acquisition, it is difficult to obtain the exact time when behavior occurred 
due to many factors such as packet loss and low accuracy of timekeeping. Xiao et  al. 
[14] found that human behavior can still be correctly identified by a behavior classifica-
tion model even if the start and end points of the activity are not accurately detected. 
Based on this, this paper defines an activity segmentation result determination expres-
sion, acc = |C0 ∩ C1|/|C0| , where C0 is the set of real packet index values corresponding 
to this behavior, which can be recorded at the time of occurrence and end of the activity 
during data collection, and C1 is the set of packet index values obtained by the behavior 
segmentation algorithm. When acc is greater than 0.95, the behavior can be considered 
to be accurately segmented.

For the effectiveness of this segmentation method, the data collected in the exhibition 
room and the laboratory are segmented using our segmentation method, respectively. 
The segmentation results of each behavior in both scenes are shown in Fig.  14. The 

Fig. 14  Behavior segmentation accuracy
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average segmentation accuracy of this algorithm in the two scenes is 0.964 and 0.993, 
respectively, with high segmentation accuracy for multiple behaviors.

3.4 � Comparative analysis of behavior segmentation methods

After the segmentation accuracy of present segmentation algorithm is calculated, this 
paper uses three existing threshold-based segmentation methods to segment and com-
pare with ours in two scenarios, as shown in Fig. 15.

The experimental scenario of paper proposed the TW-see system is different from 
the experimental scenarios mentioned in this paper. Since the TW-see system uses the 
optimal thresholding method, this paper increases the threshold from 0.05 to 0.5 in the 
form of non-uniform variation to select the appropriate threshold. And its segmenta-
tion accuracy reaches the highest value of 0.731 when the threshold is 0.09, which is 
only slightly higher than Wi-Multi. WiAG and Wi-Multi have segmentation accuracies 
of 0.704 and 0.822, respectively. Through the above comparison, it can be concluded that 
the proposed human behavior segmentation method in this paper is higher in segmenta-
tion accuracy than the existing threshold-based segmentation algorithms.

3.5 � Behavior recognition accuracy

In order to compare and analyze the difference of the effect of these two graph data 
acquisition methods in the actual test, they are used to extract graph structure data from 
the data collected in two scenes and then build a graph neural network to recognize 
human behavior. The experimental results are shown in Fig. 16.

In both scenes, the experimental results show that the behavior recognition accuracy 
based on the graph structure data extracted by spectral energy change method is better 
than that of autocorrelation matrix method. For the autocorrelation matrix method, the 
features of each node in the constructed graph structure data are derived by calculating 
the weights among all the nodes connected to the node, and a large number of origi-
nal features are lost. For the spectral energy change method, the features of each node 
are part of original features, and the change relationships of nodes are obtained from 
them while retaining the original features. In addition, since the autocorrelation matrix 
is generally not a sparse matrix, this makes a large number of edge-weight relationships 

Fig. 15  Accuracy comparison of multiple segmentation algorithms
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in the construction of the graph structure using this matrix, increasing the data process-
ing volume of subsequent graph convolutional neural network. Therefore, only the graph 
structure data based on the spectral energy change method were considered in the sub-
sequent tests.

3.6 � Comparative analysis of behavior recognition methods

In this section, firstly, the behavior recognition model used in this paper is compared 
with the traditional behavior model, and the results are shown in Fig. 17. Compared with 
the traditional behavior recognition model, the model used in this paper has a higher 
performance in both the exhibition room and the laboratory.

In order to further analyze the performance of the behavior classification model, 
the behavior recognition method proposed in this paper is compared with the exist-
ing classical algorithms Wi-Chase and TW-see. The experimental results are shown in 
Fig. 18. The recognition accuracy of the behavior data collected in the exhibition room is 
higher compared to the laboratory. In addition, the recognition accuracy of the station-
ary behaviors of the human body in both scenes is higher than that of other behaviors. 

Fig. 16  Performance of graph data acquisition methods

Fig. 17  Performance of different classification algorithms
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Overall, the behavior recognition system proposed in this paper is better than Wi-Chase 
and TW-see in both scenarios except for running in the exhibition room.

3.7 � Others

In order to verify the effect of the size of training set on the behavior recognition model 
proposed in this paper, the model is trained using different proportions of training data, 
respectively. The behavior recognition accuracies corresponding to different proportions 
of training data are shown in Fig. 19a. It is obvious that the behavior recognition accu-
racy increases as the training dataset increases.

To further illustrate the generalization ability and robustness of this behavior recogni-
tion model, this paper evaluates it by environment migration. A behavior recognition 
model is constructed using data collected in one scene, and then, the model is used to 
recognize data collected in another scene, and the test results are shown in Fig. 19b. The 
average recognition accuracy was 0.6351 when using the classification model in the exhi-
bition room to validate the behavioral data collected in the laboratory, and 0.66 when 
using the classification model in the laboratory to validate the behavioral data collected 
in the exhibition room. Compared to the behavior recognition of non-scene migration, 
the recognition accuracy was low when using the trained classification model to validate 

Fig. 18  Performance of different classification algorithms in different scenarios

Fig. 19  Influence of some factors on the classification model
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the behavior in other scenes. This shows that the change of environment has a greater 
impact on the algorithm.

4 � Conclusions
In this paper, a behavior segmentation method is proposed to solve the problems of low 
accuracy and too many intermediate parameters of existing human behavior segmenta-
tion methods; in addition, this paper extracts graph structure data from the time-fre-
quency features of individual actions and uses graph neural network to realize human 
behavior recognition. The experimental results show that the segmentation accuracy 
of the behavior segmentation method proposed in this paper is 0.964 and 0.993 in the 
two scenes, which is better than the existing threshold-based behavior segmentation 
methods. In addition, by extracting the graph structure data through the spectral energy 
change method and building the human behavior recognition model using graph neural 
network for the feature-enhanced dataset, the behavior recognition accuracy is signifi-
cantly improved compared with the traditional classification algorithm.
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