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Abstract 

With the advent of the Internet, the activities of individuals and businesses have 
expanded into the online realm. As a result, vulnerabilities that result in actual breaches 
can lead to data loss and program failure. The number of breaches is increasing every 
year, as is the number of vulnerabilities. To address this problem, current research 
focuses on the detection of vulnerabilities using static analysis techniques. To prevent 
the propagation of vulnerabilities, a new paradigm is needed to quickly detect vulner-
abilities, analyze them, and take actions such as blocking or removing them. Recently, 
artificial intelligence algorithms such as deep learning have been introduced for vul-
nerability detection. In this paper, we propose a vulnerability detection model, V-CNN, 
which aims to detect CWE/CVE (Common Weakness Enumeration/Common Vulner-
abilities and Exposures) using CNN (convolutional neural network). We trained CWE 
for deep learning and redefined vulnerabilities based on CWE. We propose an experi-
mental algorithm to improve vulnerability detection. The accuracy of the proposed 
V-CNN model is 98%, which exceeds the 95% of the random forest model. Therefore, 
our V-CNN has excellent correctness detection performance in the field of vulnerability 
detection. The V-CNN vulnerability detection algorithm can be used instead of static 
analysis to detect various security vulnerabilities.

Keywords: Convolutional neural networks, Vulnerabilities, Security, Deep learning, CVE 
(common vulnerabilities and exposures), CWE (common weakness enumeration)

1 Introduction
With the growth of the Internet, the activities of individuals and businesses have 
expanded into the online realm. As more individuals and businesses become active, 
hardware and software become more complex and diverse. Flaws or errors in this hard-
ware and software can develop into security vulnerabilities and lead to data breaches [1]. 
As a result, not only do internal data breaches and system failures occur as a result of 
increased security vulnerabilities, but companies and individuals can also suffer signifi-
cant losses.

Security breaches can occur in many ways, including hardware, operating systems and 
software [2]. Therefore, the main causes of security breaches are software development 
flaws, unauthenticated user input, software coding using insecure operating systems, 
ports or protocols [3], and unknown code.
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In this paper, we present algorithms for detecting security vulnerabilities using CNNs 
(Convolutional Neural Networks), such as CVE (Common Vulnerabilities and Expo-
sures) [4] and CWE (Common Weakness Enumeration) [5]. This is an experimental 
algorithm that can redefine CNN-based vulnerabilities, and CWE can be used for deep 
learning correctness detection. Thus, experiments can achieve high accuracy of the algo-
rithm. Higher accuracy is achieved through experimental evaluation, such as optimizing 
the loss function and also adjusting the weight values. We show that the model outper-
forms the random forest algorithm [6]. In this paper we call it V-CNN (Vulnerable Con-
volutional Network). The dataset used for the experiments consists of 10,000 CVE and 
5,000 CWE data. The preprocessing of the data is divided into a refinement step and an 
encoding step. Once the entire preprocessing is completed, a dataset is generated that 
can be used for the model. In the training step, the preprocessed dataset (70% for train-
ing and 30% for testing) is trained by the V-CNN model. To improve the recognition 
accuracy, the optimal value can be found by adjusting the weight values.

2  Related works
Breiman Leo proposed the Random Forest algorithm [6]. Random Forest is an algorithm 
that integrates multiple trees through the idea of integrated learning. Its basic unit is a 
decision tree [7], and each decision tree is a classifier, and for an input sample, N trees 
will have N classification results. The random forest integrates all the classification vot-
ing results and designates the category with the most votes as the final output. The ran-
dom forest is designed to solve the weak generalization ability of decision trees, and the 
training can be highly parallelized, which has advantages for the training speed of large 
samples in the era of big data. Since the nodes of the decision tree can be selected ran-
domly to divide the features, the model can still be trained efficiently when the dimen-
sionality of the sample features is high, and the importance of each feature for the output 
can be derived after training. Compared to Adaboost’s boosting series, RF is relatively 
easy to implement. However, in some noisy data sets, RF models tend to overfit. And the 
features that take more value divisions tend to have more influence on the decision of 
RF, thus affecting the effect of the fitted model.

Yoav Freund and Robert Schapire proposed Adaptive Boosting (AdaBoost) [8] in 
1997. AdaBoost assigns weights to each data sample with weights following a probabil-
ity distribution and initial weights following a uniform distribution, trains M models 
serially, determines the current model in each training round based on the error rate 
of the model, and updates the weights of the training samples. The weights of the final 
model are determined based on the error rate of the models trained in each round, and 
the weights of the training samples are updated, increasing the weights of misclassified 
samples and decreasing the weights of correctly classified samples. It is increased by the 
weights of samples misclassified by the previous basic classifier and decreased by the 
weights of correctly classified samples and used again to train the next basic classifier. At 
the same time, a new weak classifier is added in each round of iterations until a prede-
fined small enough error rate or a predefined maximum number of iterations is reached 
before the final strong classifier is determined. In Adaboost, weak learners can be con-
structed using different regression classification models, which is very flexible. Com-
pared to the Random Forest algorithm, AdaBoost fully considers the weights of each 
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classifier. However, it is more sensitive to anomalous samples, which may receive higher 
weights in the iterations and affect the prediction accuracy of the final strong learner.

In 1995, static analysis was proposed by Wichmann et al [9]. Static analysis is the anal-
ysis of a program without actually executing the program to determine whether it sat-
isfies required properties, such as the presence of memory leaks. By analyzing lexical, 
syntactic, and semantic features, dataflow analysis, and model checking, static analysis 
can detect hidden bugs. The advantage of static analysis is that detection is fast, and ana-
lysts can use static analysis tools to quickly examine target code and perform operations 
in a timely manner. In practice, however, static analysis has a high failure rate. Due to the 
lack of an easy-to-use vulnerability detection model, static analysis tools are prone to a 
large number of false positives. Russell, Rebecca et al. used three open source static anal-
ysis tools (clamping, flawfinder, and cppcheck) to generate tags [10]. Each static analyzer 
looks for vulnerabilities from a different perspective. For example, clang mainly checks 
syntax and flawfinder focuses on CWE, so three static analyzers are integrated and their 
output is filtered to exclude those that are not vulnerable to attack in order to generate 
tags.

3  Proposed method
3.1  Framework of V‑CNN automatic detection model

V-CNN is an automatic vulnerability detection model based on CNN. V-CNN uses one 
dataset (70% training, 30% testing) to learn and verify vulnerabilities. The model can 
be optimized by loss function, relational analysis of optimizers, weight adjustment and 
dataset scaling.

The framework of V-CNN is shown in Fig. 1. There are three steps in total. In the first 
step, the CVE/CWE source data provided by MITRE is collected and refined to verify 
the validity of the dataset. The source data uses the CVE/CWE officially registered with 

Fig. 1 Framework of the V-CNN model
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MITRE, a file is created with the basic and necessary information provided, and the final 
dataset is created after the refinement process, such as processing and coding outliers, 
duplicates, and missing values. In the second step, the CVE/CWE of the modeling analy-
sis results in text format is converted to vector format and normalized and optimized to 
improve the model performance. In the third step, the correct and false alarm rates of 
the proposed model are determined.

3.2  Definition of V‑CNN‑based automatic vulnerability detection method

V-CNN is a technique to learn CWE/CVE dataset by CNN algorithm and automatically 
detect CVE/CWE models to improve the accuracy rate.

The learning model flow of V-CNN is shown in Fig. 2.

• Preprocessing procedure: Generate the training dataset. The final dataset is created 
by processing the source data, handling outliers, duplicates, and missing values, and 
optimizing the coding.

• Learning model: The dataset is vectorized and normalized to improve the learning 
performance of the model. In addition, learning models are created and optimized by 
adjusting weights, dataset proportions, loss functions, and analyzing optimizer rela-
tionships.

• Correct detection rate and false positive rate: This is measured by automatically 
detecting CVE/CWE after the V-CNN model has completed learning. The perfor-
mance of the algorithm is validated by comparison with the Random Forest algo-
rithm.

3.2.1  Data collection and preprocessing

In this paper, we obtain high quality datasets by segmenting the preprocessing process. 
By segmenting the preprocessing process, the preprocessed dataset can be executed 
exactly step by step, which can improve the learning of the model.

The source dataset used in the V-CNN model uses CVEs/CWEs provided by MITRE 
vetting. For CVEs, items with CVSS (Common Vulnerability Scoring System) scores of 
1–10 (out of 10, highest risk) are selected from the CVEs registered with MITRE from 
2000 to 2021.

The process of refining the source data includes handling outliers, duplicate values, 
missing values, etc. Valid data were extracted for certain columns and missing data was 

Fig. 2 Learning flow of V-CNN model
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changed to the required values. In addition, a more accurate dataset is created that can 
be improved by eliminating unnecessary duplicate values. The resulting dataset is vec-
torized by two encoding steps: conversion of strings to integer data and conversion to 
real data actually learned.

Finally, a normalization (feature scaling) process is performed to improve the learning 
of the model. Figure 3 shows the steps to convert to a form that can be used for learning 
in the V-CNN model. This is the process of converting the source data CVE/CWE in 
text format into a real type of digital data. In this paper, the Z-score method is used for 
normalization.

The purpose of normalization is to reflect the same degree of scaling by changing the 
common scale without distorting the differences in the range of values in the dataset.

The data set for the V-CNN model is used by digitizing the source data in text form. 
As a result, the features of each column are in a very different range. Therefore, when 
performing linear regression analysis, even if the features are not significant, their 
inherently large values can have a large impact on the results. Therefore, the normali-
zation process scales each data point at a different rate so that the features are of equal 

Fig. 3 Word-to-vector process
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importance. Normalized data sets can improve the learning performance of V-CNN 
models.

There are two normalization methods: min-max scaling and Z-score normalization. 
Z-score normalization is a normalization strategy that can avoid the outlier problem. 
When Z-score normalization is performed by changing the value of X to Z-score, the 
features are rescaled to have the characteristics of a standard normal distribution.

3.2.2  V‑CNN model learning

The V-CNN model transforms the obtained text-based dataset by refining the source 
data to integers and uses the final transformed dataset (by real number transformation). 
Data scaling of the model is performed using the Z-score method before training. Due 
to the nature of the dataset, the features of the real number type are in very different 
ranges, so insignificant features may have the greatest impact during the learning pro-
cess. Therefore, the accuracy is improved by reflecting the importance of feature similar-
ity and improving the learning performance.

The layers of V-CNN consist of a convolutional layer, a pooling layer, and a dense 
layer. We use 32, 64, and 128 filters of size (3, 3) in the convolutional layer of Convd 2D. 
Conv2D and MaxPooling2D are repeated several times to gradually abstract the high-
dimensional features. Finally, the output is one-dimensional, and features are extracted 
from the dense layers by convolution. In this way, the features are learned based on the 
actual data, and softmax classifies the categories based on the labels. To prevent overfit-
ting, we add dropout after smoothing.

The V-CNN model is designed with an active ReLU function and layer 3. In addition, 
the model performance is optimized by analyzing the relationship between the opti-
mizer and the loss function. Optimizers such as Adam [11], Adagrad [12], and SGD [13] 
are combined with loss functions such as MSE and MAE, and optimizers such as Adam, 
Adagrad, and SGD are used with loss functions. In this paper, from different optimizers 
and loss functions, three optimizers and two loss functions are selected which are effec-
tive for the proposed model. And the selected three optimizers and two loss functions 
are combined as follows for experiments to find the combination that minimizes the loss 
rate. Combination Case of Optimizer and Loss Function:

Case (1) Adagrad + MSE
Case (2) Adagrad + MAE
Case (3) SGD + MSE
Case (4) SGD + MAE
Case (5) Adam + MSE
Case (6) Adam + MAE

The ratios of the training and test data sets are 6:4, 7:3, and 8:2, respectively, and the 
highest accuracy of 7:3 is chosen.

Adam, Adagrad, and SGD as optimizers are commonly used to optimize MSE, MAE 
loss functions. We studied the minimization loss in combination with different opti-
mizers and loss functions and applied them to the proposed model. To improve the 
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efficiency of the model, we conducted experiments with a mixture of three types of opti-
mizers and two types of loss functions.

3.3  CWE code redefinition and detection based on vulnerability

3.3.1  CWE code redefinition

The CWE categories used for classification in the V-CNN model are shown in Table 1. 
The classification results in the dataset are set to nine categories, as summarized in 
Table  1 CWE categories for experiments, and the list of CWE and the number of 
detected documents are summarized. We classify the main types of vulnerabilities 
detected by the proposed V-CNN model into nine categories. Then, the corresponding 
CWEs are listed according to the vulnerability types, and the number of detected codes 
for CWEs are summarized. For example, the CWE list corresponding to XSS is num-
bered 79, which means that it was found in 152 documents. 152 documents means that 
XSS was detected in 152 codes, corresponding to a CWE list number of 79. We classify 
the major types of vulnerabilities detected in the proposed V-CNN model into nine cat-
egories. Then, the corresponding CWEs are listed according to the vulnerability types 
and the number of detected codes for CWEs is collected.

When a CWE is registered after a MITRE review, unique codes and data structures 
are created, as shown in Table 2. When a newly discovered CWE was reviewed, only the 
new CWE was coded with reference to the data structure of the previously registered 

Table 1 Summary of CWE category for experiments

Explanation CWE list Detected 
code 
number

Cross-site Scripts(XSS) 79 152

Bypass 20, 200, 254, 255, 264, 286, 287, 352 60

CFSR 352 14

Dir. Trav. 22 23

Dos, Dos Overflow, Dos Exec 16, 17, 18, 19, 20, 59, 119, 125, 189, 264, 310, 362, 399, 
415, 476

387

ExecCode 17, 19, 20, 22, 77, 78, 79, 89, 94, 119, 264 101

Http R.Sql. 94, 352 3

Overflow 119, 189, 264 20

Sql 89 1

Table 2 CWE redefinition

ID Explanation CWE Redefinition

CWE-20 Improper Input Validation Remote address spoofing vulnerability

CWE-119 Improper Restriction of Operations within the Bounds of a 
Memory Buffer

Memory reference error in Complete 
Enumeration Parallel Program

CWE-125 Out-of-bounds Read Input error

CWE-190 Integer Overflow or Wraparound Integer overflow

CWE-200 Exposure of Sensitive Information to an Unauthorized Actor Local path vulnerability

CWE-399 Resource Management Errors Resource allocation processing error

CWE-416 Use After Free Orphan fragmentation error
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CWE. For this purpose, the data structure format of the CWE file was redefined with 
reference to the actually detected source code, as shown in Table 2. As a result of the 
experiment, the first ten CWEs were selected and redefined in the order of the most 
detected CWEs.

3.3.2  Automatic detection and results

A model with high accuracy and low packet loss rate is selected by V-CNN learning to 
detect CVE/CWE codes. The correct and false alarm rates of CVE/CWE are measured, 
and accordingly, most of the CWEs are detected by the CommitCount function. We can 
measure both positive and negative detection. Most CWEs are detected by the V-CNN 
model. In addition, we can check the detection results for each software.

The preprocessing process is segmented to obtain a high-quality data set and improve 
the accuracy of vulnerability detection. In addition, the combination with minimum loss 
rate is found and applied to model optimization by weight adjustment, optimal ratio of 
learning dataset to test dataset, optimizer and loss function relationship analysis. Cor-
rectness is improved by the CommitCount function, which samples CWE and CVE code 
detection in the corresponding dataset.

V-CNN evaluates the performance of the model by measuring the correct rate and the 
loss rate, and the superiority of the proposed model is demonstrated by comparing the 
performance with that of the random forest model.

4  Results and discussion
4.1  Data source

The data source for the V-CNN model is MITRE’s CVE/CWE, which has been regularly 
updated since 1999. Among the CVEs registered and published by MITRE from 2000 to 
2021, those with CVSS scores of 1–10 (10 being the highest risk) were selected.

Table 3 shows some of the contents of the sampled dataset. The dataset is a file with a 
CSV extension and consists of columns representing data characteristics and actual val-
ues. Table 3 shows these columns and their corresponding values by selecting six signifi-
cant columns from the entire contents of the dataset. They are CVE-ID, CVE page (CVE 
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registration link site), CWE-ID, Complexity (source code complexity), Confidentiality 
(impact), and Score.

CVE-ID indicates a vulnerability that has been registered with MITRE. cve-2022-
23307 is a 23307 vulnerability registered in 2022. cve-page is the address of the web-
site where the vulnerability actually exists. For example, if you select the second column, 
CVE page (https:// www. cvede tails. com/ cve/ CVE- 2022- 23307), you can view informa-
tion about CVE-2022-23307. The third column, CWE-ID, is the vulnerability’s registra-
tion with MITRE. Complexity is indicated by a code complexity rating of high, medium, 
or low. Confidentiality is the scope of the affected code. The score is a CVSS score from 1 
to 10, depending on the level of risk.

4.2  V‑CNN automatic detection results

To improve the accuracy of vulnerability detection, the detection rate is improved by 
optimizing the data pre-processing and the sampling of the CommitCount function, the 
model has been optimized by the variety approach has been applied to the design of 
layers, hyperparameter tuning, optimizers, and loss functions. The performance is eval-
uated by accuracy and loss rate to measure the strength of correctness detection per-
formance. Figure 4 is a plot showing the CWE detection results sorted by their number. 
CWE-119, a memory-related vulnerability (improperly restricting operations within 
memory buffer boundaries), is the most common CWE detected by the V-CNN model. 
It is followed by CWE-20 and CWE-125.

The loss rate trend of V-CNN model optimization is analyzed based on the relation-
ship between the optimizer and the loss function. Then, the combination that minimizes 
the loss rate is found and applied to the model. The loss function quantifies the differ-
ence between the actual value and the estimated value. And when the error is small, the 
value of the loss function becomes smaller. The loss function uses MAE (mean absolute 
error) and MSE (mean squared error), which are commonly used in regression analy-
sis. And the optimizer supports deciding the network update method based on the loss 
function, so Adagrad, SGD, and Adam were selected and executed.

Table 3 Data source for V-CNN learning

CVE‑ID CVE Page CWE‑ID Complexity Confidentiality Score

CVE-2022-23307 https:// www. cvede tails. com/ cve/ CVE- 
2022- 23307

CWE-502 Low None 10

CVE-2022-23227 https:// www. cvede tails. com/ cve/ CVE- 
2022- 23227

CWE-306 Low None 10

CVE-2022-23221 https:// www. cvede tails. com/ cve/ CVE- 
2022- 23221

CWE-94 Low None 10

CVE-2022-23178 https:// www. cvede tails. com/ cve/ CVE- 
2022- 23178

CWE-287 Low Partial 10

CVE-2022-23118 https:// www. cvede tails. com/ cve/ CVE- 
2022- 23118

CWE-269 Low Complete 9

CVE-2022-23009 https:// www. cvede tails. com/ cve/ CVE- 
2022- 23009

CWE-863 Low Complete 9

CVE-2022-22704 https:// www. cvede tails. com/ cve/ CVE- 
2022- 22704

CWE-269 High None 10

https://www.cvedetails.com/cve/CVE-2022-23307
https://www.cvedetails.com/cve/CVE-2022-23307
https://www.cvedetails.com/cve/CVE-2022-23307
https://www.cvedetails.com/cve/CVE-2022-23227
https://www.cvedetails.com/cve/CVE-2022-23227
https://www.cvedetails.com/cve/CVE-2022-23221
https://www.cvedetails.com/cve/CVE-2022-23221
https://www.cvedetails.com/cve/CVE-2022-23178
https://www.cvedetails.com/cve/CVE-2022-23178
https://www.cvedetails.com/cve/CVE-2022-23118
https://www.cvedetails.com/cve/CVE-2022-23118
https://www.cvedetails.com/cve/CVE-2022-23009
https://www.cvedetails.com/cve/CVE-2022-23009
https://www.cvedetails.com/cve/CVE-2022-22704
https://www.cvedetails.com/cve/CVE-2022-22704


Page 10 of 13An et al. J Wireless Com Network         (2023) 2023:41 

Figure 5 shows the relationship between the optimizer and the loss function, and the 
variation in the loss rate. The experimental results show that the loss rate of SGD and 
Adam is about half of that of Adagrad optimizer for V-CNN. There is a small difference 
between SGD and Adam. In MAE, the measured loss rate is slightly smaller than that in 
MSE. Based on the experimental results, Adam and MAE were applied to the model.

The data set is divided into training data and test data. And depending on the ratio of 
training and test data, significant differences in learning effects occur. According to the 
results of the experimental models with the ratios of training and test data of 6:4, 7:3 and 
8:2, respectively, the accuracy of 7:3 in Fig. 6 is 98%, which is the highest accuracy rate.

To demonstrate the superior performance of the proposed model, experiments were 
performed by the random forest algorithm and compared with the performance of the 
proposed model. Figure 7 shows the accuracy measurements of the algorithm, the accu-
racy of the V-CNN model is 98%, which is better than the accuracy of the random forest 
model which is 95%. Therefore, V-CNN has good accuracy detection performance in the 
field of vulnerability detection.

Fig. 4 Result of CWE detection

Fig. 5 Loss rate between optimizer and loss function according to the relationship
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4.3  Performance evaluation and discussion

In the dataset presented in this paper, CVE/CWE data in text format are refined, quan-
tified, and normalized to real number format, and the performance of the dataset is 
improved by model optimization. CVE/CWE are detected by V-CNN models, and the 
accuracy and loss rate of the results are evaluated. By comparing and analyzing the accu-
racy of V-CNN and random forest models, the accuracy of the proposed model is 98%. 
Thus, the model outperforms the random forest by 95%. The CWE code set used as the 
data set was reorganized by the domain name of the security domain, and the vulnerable 
part was detected by Vulnerabilities-CNN. In the source code, the CWE-119 (memory-
related security vulnerabilities) detection classifies security vulnerabilities by domain 
name and proves that the predictions can be detected. Thus, its excellent performance 
is demonstrated by lossy optimization compared to the Harmony Model classification 
family of Random Forests. Thus, the part of reorganization and prediction of specific 
groups of domains where vulnerabilities may occur, such as CVE and CWE, is the main 
contribution of this paper.

Static tools are not automatically identified like artificial intelligence tools. In this 
paper, CNN algorithms are used instead of white-box testing techniques such as static 
tools, and achieve relatively high accuracy in vulnerability detection. In addition, its 
performance is also excellent compared to the random forest algorithm. The learning 
accuracy can be improved when vulnerabilities are detected by deep learning instead 

Fig. 6 Performance comparison by dataset ratio

Fig. 7 Performance comparison of V-CNN, random forest and AdaBoost
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of using static tools. Thus, the proposed learning model can be used instead of various 
static tools.

5  Conclusion
CNN as a deep learning algorithm is mainly used for image learning. However, text type 
codes are preprocessed by applying CNN algorithms, which are used for learning in this 
paper, and V-CNN models are proposed to detect vulnerabilities. Therefore, the pre-
processed data of the source data can be redefined as a CWE suitable for vulnerabilities.

The accuracy of vulnerability detection is improved by optimizing the CommitCount 
function for data preprocessing and sampling, thus increasing the detection rate. We 
focus on data preprocessing and model optimization to improve the accuracy of vulner-
ability detection. Data selection, redundancy removal, and data size are also adjusted in 
preprocessing to obtain concise data.

In addition, the performance of the model is improved by analyzing the relationship 
between the optimizer and the loss function to minimize the loss rate and the ratio of 
the optimized data set. The performance of the model is evaluated using linear mod-
eling and CNN performance measurement variables, and the accuracy of V-CNN is 98%, 
which proves the superiority of the proposed V-CNN model by performance compari-
son, while the accuracy of random forest is 95%.

The correctness detection by deep learning is more accurate than the vulnerability 
detection by static tools. Therefore, the learning method can be widely used as a ser-
vice model for various industries and security vulnerabilities. In addition, V-CNN can be 
used to replace traditional static analysis tools.

Through future research, the performance of the model can be improved by increas-
ing the correct detection rate of the proposed model. In addition, performance improve-
ment studies can be conducted using source code, i.e., source data developed in the field 
for CVE/CWE detection.

Abbreviations
CVE  Common vulnerabilities and exposures
CWE  Common weakness enumeration
CNN  Convolutional neural networks
V-CNN  Vulnerable convolutional network
TMP  Temporal message propagation network
SCVDIE  Information graph and ensemble learning
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