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Abstract 

As an important edge device of power grid, smart meters enable the detection of ille-
gal behaviors such as electricity theft by analyzing large-scale electricity consumption 
data. Electricity theft poses a major threat to the economy and the security of society. 
Electricity theft detection (ETD) methods can effectively reduce losses and suppress 
illegal behaviors. On electricity consumption data from smart meters, ETD methods 
always train deep learning models. However, these methods are limited to extract 
different electricity consumption characteristics between independent users, and the 
pattern differences between users cannot be actively learned. Such difficulty prevents 
ETD further performance improvement. Therefore, a novel ETD method is proposed, 
which is the first attempt to apply supervised contrastive learning for electricity theft 
detection. On the one hand, our method allows the detection model to improve its 
detection performance by actively comparing users’ representation vectors. On the 
other hand, in order to obtain high-quality augmented views, largest triangle three 
buckets time series downsampling is adopted innovatively to improve model stabil-
ity through data augment. Experiments on real-world datasets show that our model 
outperforms state-of-the-art models.

Keywords:  Smart grid, Electricity theft detection, Contrastive learning

1  Introduction
The power grid economy has been affected by electricity theft in somewhat degrees 
[1], which results in an estimated annual worldwide economic loss of $25 billion 
[2]. Taking Fujian Province, China as an example, the annual loss due to electricity 
theft exceeds $15 million [3]. Furthermore, electricity theft has resulted in power 
surges, excessive loads on the power system, and hidden risks to public safety [4], 
which greatly impacts the stability of the power system. Consequently, electricity 
theft detection (ETD) was developed. Traditional ETD relies on manual on-site detec-
tion, which is not only cumbersome but also expensive [5]. The development of the 
Internet of Things has accelerated the realization of smart grids, enabling the deploy-
ment of sensors for smart meters that require edge computing [6]. Smart meters can 
monitor users’ electricity consumption data in real-time [7] and analyze this data to 
provide new solutions for electricity theft detection. The successful application of 
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artificial intelligence, such as deep learning methods in literature [8, 9], has aroused 
research interest in ETD to detect electricity theft users.

Existing methods learn different electricity usage characteristics from independ-
ent users’ electricity data. However, the difference in electricity usage characteris-
tics between different users can only be passively learned by iterative training of the 
detection model, which limits the improvement of detection accuracy. There are six 
types of electricity theft [10]. The first type is theft of electricity at a fixed ratio during 
the electricity consumption process. The second type is theft of electricity at a ran-
dom time-varying ratio. The third type is theft of all electricity at certain moments, 
resulting in zero electricity consumption. The fourth and fifth types are related to the 
average electricity consumption, but the fifth type adds a random impact factor. The 
last type involves transferring data from high-price periods to low-price periods. We 
can regard those types as different disturbances to normal electricity usage data. The 
first type can be viewed as scaling normal electricity data, and its electricity usage 
pattern is relatively simple and single. However, the last five types involve different 
degrees of reduction (theft) of normal electricity data in the time dimension, resulting 
in different electricity usage characteristics. Existing ETD methods mainly learn local 
electricity usage characteristics from independent users’ electricity data in the time 
dimension and detect electricity theft behavior by comparing them with global time 
electricity usage characteristics. These methods are suitable for the last five types of 
electricity theft but not for the first type, which only has a single electricity usage pat-
tern. Furthermore, these methods cannot actively compare the electricity usage char-
acteristics of other user samples to improve the detection effect.

In this paper, we propose a novel ETD method. The improved contrastive learn-
ing (CL) framework is adopted here that allows the model to actively compare the 
electricity consumption characteristics obtained by multiple samples during training 
to solve the problem of single electricity consumption mode in detecting electricity 
theft users. The framework consists of three modules: Encoder, Projector, and Clas-
sifier. The Encoder performs feature learning on the augmented views of the samples 
and obtains representation vectors; the Projector maps the high-dimensional repre-
sentation vectors to a low-dimensional space and improves the learning ability of the 
Encoder by calculating the contrastive loss of different view representation vectors; 
the Classifier analyzes and outputs the detection results based on the sample repre-
sentation vectors output by the Encoder. The contributions of our work include the 
following three aspects. 

(1)	 To our knowledge, our work is the first attempt to use supervised CL in ETD, where 
a joint training mode would improve training effect.

(2)	 Largest-triangle-three-buckets(LTTB) is combined with time series data augmenta-
tion to retain local electricity consumption features in augmented views.

(3)	 Experiments on real-world datasets show that our method outperforms the state-
of-the-art methods. This demonstrates the feasibility and efficiency of our work.

The remainder of the paper is organized as follows: Sect. 2 introduces related research 
work on ETD and CL techniques. Sections 3 and 4, respectively, show our method in 
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general and in detail. Section  5 describes the experimental design, and Sect.  6 pre-
sents the results and analysis. Section  7 concludes the paper and discusses future 
work.

2 � Related work
2.1 � ETD methods

Through large-scale data analysis of smart meters, machine learning and deep learn-
ing have become widely used in ETD. While machine learning models such as support 
vector machines(SVM) [11] and K-nearest neighbors(KNN) [12] are favored by domain 
experts for their fast training speed and interpretability [13, 14]. Such methods strug-
gle to capture complex latent features from electricity consumption data. Consequently, 
deep learning has become the mainstream approach, as it enables automatic feature 
extraction without manual feature engineering [8].

Autoencoder (AE) is one deep learning model that can learn feature representations 
from unlabeled data [15, 16]. A two-step detection method [17] first uses such convo-
lutional autoencoders to extract and identify abnormal characteristics, and then utilizes 
improved XGboost for potential theft prediction. Convolutional neural network(CNN) 
is another popular technique for ETD [18, 19]. To address the limitations of capturing 
long-term dependencies on one-dimensional(1-D) electricity consumption data, Arif 
et al. [5] adopted a temporal convolutional network (TCN) to train multiple base models 
and extract electricity consumption characteristics using ensemble learning. In general, 
the large time span of electricity consumption data leads to a disadvantage in captur-
ing long-term dependencies. For this reason, the Wide and Deep Convolutional Neural 
Networks(WDCNN) was proposed [4], which converts 1-D time-series data into a two-
dimensional(2-D) matrix and uses CNN to extract periodic features and time dependen-
cies. Moreover, Finardi et al. [20] tried to combine self-attention mechanism with CNN 
to improve detection accuracy. Additionally, Zhu et al. [21] proposed a hybrid approach 
that uses self-dependency modeling (SDM) to learn second-order representations after 
obtaining first-order representations from a CNN-based model.

In fact, data imbalance problem always exists among electricity consumption datasets, 
where electricity theft users belong to the minority class. Such imbalance affects much 
of the detection model about predictive accuracy. Some studies have attempted rebal-
ancing techniques, such as random oversampling (ROS), the synthetic minority over-
sampling technique (SMOTE) [22, 23], and others. However, those methods above only 
improve model’s feature extraction ability in the time dimension, and are limited to learn 
electricity consumption characteristics from independent users’ samples. Therefore, 
their drawback of abnormal detection for electricity consumption characteristics, limits 
the ability to further improve detection accuracy.

2.2 � Contrastive learning

Contrastive learning (CL) is a representation learning method that learns representa-
tions from comparisons between different samples, rather than learning signals from 
independent sample at a time [24]. One of the earliest applications of CL was in self-
supervised learning [25] and many self-supervised models proves good performance are 
based on CL [26–28]. In addition, CL has been widely used in many fields such as video 
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processing [29], music classification [30], recommendation system [31], and natural lan-
guage processing(NLP) [32].

The basic idea of CL is to maximize the agreement between representations of “simi-
lar” samples(i.e., positive pairs), and minimize those “dissimilar” samples(i.e., negative 
pairs) [33]. How to define positive and negative sample pairs is the key to distinguish CL 
types. On the one hand for unlabeled data, the usual way to get positive pairs is to apply 
data augmentation to generate two augmented views of the same input (i.e., anchor) [34, 
35], and negative pairs are formed between anchor and other input’s augmented views in 
the same batch. This method is called self-supervised CL. On the other hand for labeled 
data, Khosla et al. [36] proposed supervised CL, using label information to contrast all 
the samples from the same class as positives against the negatives from the remainder of 
the batch. The positive and negative pairs of self-supervised CL and supervised CL are 
shown in Fig. 1.

Although CL has been adopted in many domains, there is very few studies exist on 
ETD. Recently, Fei et al. [37] attempted to use self-supervised CL for ETD. Specifically, 
on an unbalanced dataset, we selected normal samples with the same number as abnor-
mal samples to construct a balanced dataset. The remaining normal samples are used 
for pre-training to obtain an encoder, and then the balanced dataset is used to fine-tune 
the classification. However, like other self-supervised CL methods, such method can-
not utilize the prior information of the labels, and its detection performance cannot be 
further improved [36]. Therefore, all those inspires us to adopt supervised CL instead of 
self-supervised CL in this paper.

2.3 � Data augmentation

As an important part of CL, data augmentation can not only generate positive pairs but 
also improve the stability of the model [38, 39]. One of the simplest data augmentation 
methods is to apply dropout on the data, which randomly removes some information to 
obtain a new augmented view [40]. Similar methods include cutting [41], mix-up [42], 
erasing [43], etc.

Fig. 1  Self-supervised versus supervised CL: the small rectangles on the left side of the figure represents a 
batch of input samples, and their color represents the class. The small dashed rectangles on the right are the 
augmented views generated from the input. The large red boxes indicate the positive and negative sample 
pairs of self-supervised CL, while the large green ones indicate supervised CL
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Although data augmentation can improve robustness, its randomness may lose impor-
tant information from original data. Taking electricity consumption data as an example, 
the random disturbance may affect local electricity theft detection. So data augmenta-
tion should maintain the integrity of task-related information on the data [44], especially 
in ETD tasks.

Inspired by [40], we find that time-series down-sampling can also be exploited 
for data augmentation. Steinarsson et  al. [45] proposed the Largest-Triangle-Three-
Buckets(LTTB), which is a time-series down-sampling method widely used in indus-
try [46, 47]. The basic idea of LTTB is to remove redundant data from the time series 
so that the downsampled data can keep the original feature information as much 
as possible. As shown in Fig. 2, random augmentation methods such as cutting and 
dropping will lose important local information, while LTTB can well maintain the 
characteristics of the original data. Therefore, LTTB can be used for time series data 
augmentation.

3 � Problem statement
Suppose the electricity consumption dataset of N users is X = (X1, . . . ,Xi, . . . ,XN ) ∈ R

N×T , 
where Xi = (x1, ..., xT ) ∈ R

T represents the data of the i-th user, during a time span of T. 
The ETD task is defined as using the detection model M to judge whether a user is as an 
electricity theft among abnormal user. This process can be defined as formula (1), and the 
detection model is a function that takes the user’s electricity consumption data as input and 
outputs the detection result. Here, ŷi represents the detection result: 0 is normal users; oth-
erwise 1 represents abnormal users. The optimization objective of the model is to minimize 
the difference between real result yi and detection result ŷi , as shown in formula (2).

(1)ŷi =M(Xi)

(2)min
M

N

i=1

|yi − ŷi|

Fig. 2  Comparison of data augmentation methods: the gray line represents the original electricity 
consumption data, and the black line represents the augmented data with 30% information removed
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4 � Methods
In this section, we introduce our method in detail which includes two parts: data prepa-
ration and contrastive representation learning.

4.1 � Data preparation

2-D time series feature In order to extract periodic features on electric-
ity consumption data, we refer to [4] and convert 1-D data Xi into a 2-D matrix 
X2D =

{

xi,j
}

∈ R
H×W (H = T/W ) with a weekly frequency (W = 7) as formula (3). At 

the same time, a binary mask matrix M =
{

mi,j

}

∈ R
H×W  is added to supplement the 

missing information of the data, which can improve the effect of model [20, 21]. The two 
matrices are stacked to get a dual-channel 2-D time series Xinput ∈ R

2×H×W  as input 
according to formula (5).

Time series data augmentation The randomness of data augmentation may eliminate 
important information among data. In order to obtain high-quality augmented views, 
we propose a time-series data augmentation version of LTTB, which preserves impor-
tant information as much as possible. Unlike the original LTTB, we do not need to out-
put sampled data, we only need to output a mask matrix MLTTB ∈ R

T with retention 
information. The pseudo-code of LTTB for time-series data augmentation is shown as 
Algorithm 1.

Assume that n time points need to be retained, then generate n buckets, and put the 
first and last points into the first and last buckets, respectively. The remaining points are 
evenly divided into n− 2 buckets. Each bucket retains one time point and eliminates the 
others. Whether the point is retained or not depends on its importance. The technique 
used to measure such importance of points is called effective area(EA). The EA of a time 
point is represented by the largest triangle area formed by the current time point and 
the previous bucket’s time point and the next bucket’s time point. To reduce computa-
tion, the previous bucket selects the retained time point and the next bucket generates 
a virtual time point with a value equal to the average values of all the time points in 
that bucket. Thus, one calculation can obtain the EA of that time point, as shown in 
Fig. 3. The larger the EA is, the more the point fluctuates compared to its neighboring 
points, and the more time-series trend information it owns. For each bucket, we retain 
the point with maximum EA. After obtaining MLTTB , we converted it into a 2-D form 
MAug1 ∈ R

H×M in a similar way to formula (3). Finally, use formula (6) to obtain the first 
augmented view XAug1 , where ⊙ means element-wise multiplication of matrices.

(3)Xi ∈ R
T Reshape

−→ X2D ∈ R
H×W

(4)mi,j =

{

0, xi,j is missing
1, otherwise

(5)Xinput = [X2D,M] ∈ R
2×H×W

(6)XAug1 = [X2D ⊙MAug1,M ⊙MAug1]
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In order to reduce the mutual information between augmented views [44], we use 
dropout to get the second augmented view XAug2 according to formula (7). Specifically, 
MAug2 is obtained by randomly setting part of the position in an all-1 mask matrix to 0 
(representing the discarding of data at that position). Then XAug2 is obtained by adjust-
ing X2D and M according to MAug2 . Figure  4 shows all the details of time series data 
augmentation.

Fig. 3  Calculate effective area: the deep blue point represents the retained data point, and the light blue 
point represents the virtual data point of the bucket

Fig. 4  Data preparation: gray parts indicate missing or discarded data
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4.2 � Contrastive representation learning

Supervised CL consists of two steps for ETD: electricity consumption representation 
learning and user behavior classification. Both steps require the Encoder for pattern 
learning and control the direction of optimization through supervised contrastive loss 
and classification loss. In the previous subsections, XAug1 and XAug2 were obtained for 
representation learning, and Xinput was used for classification.

Encoder Since the input of the Encoder is a dual-channel 2-D time series, we use a 
Mixed Dilated Convolution(MDConv), including two dilated CNN, to learn the perio-
dicity and temporal dependence of the electricity data with different receptive fields. In 
order to facilitate the deepening of the network, we add padding operations to prevent 
data shape changes. At the same time, we normalize and nonlinearly activate the out-
put of MDConv. The formula is (8), where i ∈

{

1, .., l
}

 represents the index of MDConv, 
l represents the number of MDConv layers, F0 represents the input of the Encoder, 
Fi ∈ R

Ci×H×M represents the i-th layer output with Ci channels, and f represents the 
normalization and nonlinear activation function. Here, d1 and d2 represent the dilated 
rate of the corresponding dilated CNN. In order to preserve the characteristics of the 
2-D space of the data, we replace the traditional fully connected layer with fully con-
nected convolution(FCConv) [21] in the last layer of Encoder. Specifically, convolution 
kernels D of size H ×M is used to perform a convolution on Fl to obtain a D-dimen-
sional representation vector r as formula (9).

Supervised contrastive loss After obtaining the representation vector r1, r2 of each 
respective augmented view, the representation similarity between positive and negative 
pairs can be calculated. In order to reduce the computational complexity, it is neces-
sary to map the high-dimensional representation vector to the low-dimensional space 
through operator Projector, which consists of a layer of fully connection. At the same 
time, normalization is done for the output again, which makes it possible to use the 
inner product to calculate the vector distance [36]. The formula is (10).

Assuming a batch of data size is B, each sample can generate two augmented views, 
resulting in 2B representation vectors. The goal of the encoder is to make the repre-
sentation vectors of the positive pairs as similar as possible, while the negative pairs 

(7)XAug2 = [X2D ⊙MAug2,M ⊙MAug2]

(8)
Fi = f (MDConvi(Fi−1))

= f
(

[DilaConv
d1
i (Fi−1), DilaConv

d2
i (Fi−1)]

)

(9)r = FCConv(Fl) ∈ R
D

(10)z
1,2 = Projector

(

r
1,2
)

∈ R
d
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as dissimilar as possible. The quality of representation learning can be measured using 
supervised contrast loss LSupcon , and its formula is (11). Among them, I = {1, ..., 2B} 
represents a index set of 2B vectors, i ∈ I represents the index of the anchor, and 
A(i) = I\{i} represents other vectors except i-th. In addition, P(i) = {p ∈ A(i) | yp = yi} 
represents the set of positive vectors. The symbol · represents vector inner product oper-
ator, and the operator to calculate the similarity of the vector. In addition, the hyperpa-
rameter τ is used to scale the similarity.

The LSupcon is composed of LSupcon
i  of each representation vectors. For LSupcon

i  , it is nec-
essary to compare all 2B data. Specifically, the loss value is an average ratio, where the 
denominator is the sum of similarities of all sample pairs, and the numerator is the simi-
larity of positive pairs. The better the encoder learns, the larger the proportion of posi-
tive similarity and the smaller the loss would be.

Classification loss Similarly, the Encoder performs pattern learning on Xinput to obtain 
the electrical representation vector relec by formula (12). The detection results ŷ can be 
obtained by a classifier composed of a two-layer fully connected network in formula 
(13). Finally, we use weighted cross-entropy loss LWCE to measure the detection perfor-
mance of the classifier, where the weight parameter θ can adjust the model’s sensitivity to 
abnormal users. The LWCE is calculated as formula (14).

Joint training Traditional supervised CL proposed in [36] is a two-step training 
method for downstream applications. This method emphasizes representation learning 
first, followed by the addition of business modules for fine-tuning. Due to the interval of 
the two-step training, the representation learned by Encoder is not necessarily beneficial 
to the classification, and the training process is not easy to control. Therefore, we pro-
pose a joint training approach that trains representation learning and action classifica-
tion together rather than separately. The principle of our solution is to combine LSupcon 
with LWCE . As formula is (15), the hyperparameter � can control the importance of the 
two losses. The framework of the proposed method is depicted in Fig. 5.

(11)L
Supcon =

∑

i∈I

L
Supcon
i =

∑

i∈I

−1

|P(i)|

∑

p∈P(i)

log
exp

(

zi · zp/τ
)

∑

a∈A(i) exp (zi · za/τ)

(12)r
elec

=Projector
(

Xinput
)

(13)ŷ =Classifier

(

r
elec

)

(14)L
WCE =−

1

B

B
∑

i=1

[θyi log ŷi + (1− θ)
(

1− yi
)

log
(

1− ŷi
)

]

(15)L
Joint = L

WCE + �L
Supcon
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5 � Experiments
5.1 � Dataset

The dataset we used comes from the real-world and open-sourced labeled data collected 
by the State Grid Corporation of China (SGCC).1 The details of the dataset are shown in 
Table 1. This dataset contains the electricity consumption data of 42,372 users for a total 
of 1035 days from 2014 to 2016. Only 8.53% (i.e., 3615 users) are abnormal electricity 
theft users, and such minority implies an unbalanced dataset. Moreover, the missing rate 
of the data is about 25.64%, and such poor quality makes original data hardly directly 
used for model training. Our data preprocessing is necessary accordingly.

5.2 � Setting

The samples with single value or empty value are deleted, because these samples do not 
contribute to model training. Then, the data is sorted in time order for subsequent pro-
cessing. We have done the preprocessing like [4] to deal with outliers and missing data. 
In terms of normalization, Z-score standardization is adopted to make the data in stand-
ard normal distribution. In order to maintain the class distribution of the original data, 
we apply stratified sampling to divide the training set and test set. The training ratio (i.e., 
the percentage of the training set in the total) of the experiment is set to 50%, 60%, 70%, 
and 80%, respectively. Different experimental data can be regarded as different environ-
ments for model training.

On the unbalanced SGCC dataset, the model would appear bias toward normal users. 
Therefore, oversampling is adopted to sample a batch of balanced data each time, which 

Fig. 5  Architecture of the proposed method

Table 1  The details of SGCC dataset

Item Value

Total number of users 42,372

Normal/abnormal 38,757/3625

Time span 01/01/2014–10/31/2016

Time step 1 day

Missing rate 25.64%

1  https://​github.​com/​henry​RDlab/​Elect​ricit​yThef​tDete​ction/.

https://github.com/henryRDlab/ElectricityTheftDetection/
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would makes the number of normal users the same as that of abnormal ones. In details, 
we sample abnormal user samples or normal user samples according to the odd or even 
of the data index obtained by dataloader.

Our experimental environment is python 3.8.13, torch 1.12.1, and run on a machine 
equipped with Intel(R) Xeon(R) Platinum 8163 CPU @ 2.50GHz, Tesla T4 16GB. The 
parameters of our work include LTTB sampling number n, MDConv layer number l, 
convolution kernel size, discard rate of data augmentation dropout, etc. Their optimal 
values, shown in Table 2, are obtained in advance by control variable method.

5.3 � Evaluation metrics

To evaluate ETD effects, AUC (the area under curve) and Recall are chosen as metrics. 
AUC as a widely used metric in ETD tasks [4, 20], represents the area under the receiver 
operating characteristic(ROC) curve, whose coordinates are false positive rate(FPR) and 
true positive rate(TPR). The value range is [0.5, 1.0], and the closer the value is to 1, the 
better the performance of the classification model would be. The AUC calculation for-
mula is (16), where Ranki represents the rank value of i-th sample, Npos and Nneg are the 
number of positive and negative samples, respectively. AUC measures general detection 
effect, but for the ETD task, more attention should be paid to that of abnormal users. 
Accordingly, Recall metric is adopted in addition. Recall indicates how many among 
abnormal users have been detected correctly. Its value range is [0, 1.0]. The larger the 
recall value is, the better the anomaly detection effect of the model would be. The cal-
culation formula of Recall is (17), where TP represents the number of abnormal user 
samples correctly detected, FN represents the number of abnormal users classified as 
normal, and TP + FN  represents the actual total number of abnormal users.

(16)AUC =

∑

i∈ positiveClass Ranki −
Npos(1+Npos)

2

Npos × Nneg

Table 2  The optimal values of key parameters

Parameters Training ratios

50% 60% 70% 80%

Learning rate 0.001 0.001 0.001 0.001

Batch size 32 32 64 64

n 700 800 800 800

Discard rate 10% 10% 10% 10%

Kernel size (3,1) (3,3) (3,1) (3,1)

l 2 2 2 2

d1 1 1 1 1

d2 2 2 2 2

D 64 64 64 64

d 16 32 16 16

θ 0.95 0.9 0.95 0.9

� 0.15 0.1 0.1 0.1

τ 0.07 0.07 0.07 0.07



Page 12 of 17Liu et al. J Wireless Com Network         (2023) 2023:54 

5.4 � Comparative experiment

On the SGCC dataset, four state-of-the-art methods are chosen as baselines for 
comparison.

•	 Wide and Deep CNN(WDCNN) [4]: It uses the wide module to extract global features 
from 1-D time series data, and adopts the deep module to extract period information 
from 2-D time series data.

•	 Hybrid Attention(HybridAttn) [20]: It combines self-attention mechanism with 
CNN to detect electricity theft, and adds a mask matrix of missing information to 
solve incomplete data.2

•	 Graph Convolutional Neural and CNN(GCN-CNN) [9]: In this hybrid method, CNN 
is used to learn latent features, and GCN is to obtain time-series dependence and 
periodic features by building time-series data into a graph structure.

•	 Hybrid Order Representation Learning Network(HORLN) [21]: From the perspec-
tive of high-order representation information, it uses the first-order and second-
order features on electricity consumption data for ETD.3

Note that, WDCNN and GCN-CNN did not provide official source codes. For WDCNN, 
its reproduction codes are given in the source codes of HORLN, and we restored them 
accordingly. For GCN-CNN, we directly use the results from the original paper.

At the same time, in order to avoid occasionality, we conducted three independent 
experiments on each method and then took the average as final experimental results.

5.5 � Ablation experiment

To further examine the contribution of LTTB and supervised CL in our method, two 
variants are designed for comparison.

•	 only-LTTB: It is the variant that supervised CL is removed from our method. Spe-
cifically, the Projector is removed, the Encoder learn the electricity consumption fea-
tures from Xinput , and the Classifier outputs detection results. The model update can 
only rely on LWCE , which implies � = 0 is set.

•	 only-Supcon: It is the variant that LTTB data augmentation component is removed 
from the proposed method. We use dropout to generate XAug1 instead of LTTB, and 
set dropout rate to 30% as the same as LTTB module of the original method to elimi-
nate the interference of other irrelevant factors.

Moreover, the same parameters in Table 2 are used to independently train the variant 
model three times under four training ratios, and then the average is taken as the result.

(17)Recall =
TP

TP + FN

2  https://​github.​com/​neura​lmind-​ai/​elect​ricity-​theft-​detec​tion-​with-​self-​atten​tion.
3  https://​github.​com/​Gilli​anZhu/​HORLN.

https://github.com/neuralmind-ai/electricity-theft-detection-with-self-attention
https://github.com/GillianZhu/HORLN
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6 � Results and discussion
6.1 � Comparative experiment analysis

The comparative experimental results are presented in Table  3. Our method achieved 
the best performance in all experimental settings, except for a slightly lower AUC com-
pared to HORLN when the training ratio of 60%. Furthermore, we have the following 
findings. 

(1)	 HybridAttn significantly improved the detection compared to WDCNN, because 
the mask matrix supplemented the missing position information. However, its 
attention mechanism at different time points cannot analyze the differences 
between multiple samples, which leads no significant improvement in Recall.

(2)	 Except for GCN-CNN, the performance of all the others improves proportionally 
when the training ratio increases. We regard that the learning ability of GCN-CNN 
has reached its limit, thus increasing the training data does not improve the detec-
tion effect.

(3)	 HORLN achieved the second-best performance by combining first-order and 
second-order representation information. It proves that higher-order features can 
indeed enhance the detection performance. However, its higher-order features are 
learned from independent samples, leading to no further improvement in perfor-
mance.

(4)	 Despite using only two simple dilated convolutions as encoders, our proposed 
method surpassed the state-of-the-art models. Not only it had the best perfor-
mance, but also it found more abnormal users. The feasibility of supervised CL on 
ETD is proved then.

Furthermore, we compared the parameter size and the time consumption of training. 
In Table 4, the results were recorded in an experimental environment where one epoch 
was trained at a training ratio of 50%. Although the size of the training set and the testing 
set are equal, the training time is longer than the testing time due to gradients recording 
and parameter updates during the training process. WDCNN consumes the least time 
because of the small number of model parameters. Similarly, the method we proposed is 
sub-optimal. Since the contrastive loss on a batch of data requires time to calculate dur-
ing the training process, the training time significantly consumes much. In fact, on tens 

Table 3  The comparison results with the base models

Bold data represents the best results

Models Training ratio 50% Training ratio 60% Training ratio 70% Training ratio 
80%

AUC​ Recall AUC​ Recall AUC​ Recall AUC​ Recall

WDCNN [4] 0.6690 0.5889 0.6797 0.5905 0.6721 0.6359 0.6832 0.6339

HybridAttn [20] 0.7295 0.6096 0.7455 0.6286 0.7440 0.6055 0.7561 0.6284

GCN-CNN [9] 0.7810 – 0.7760 – 0.7870 – 0.787 –

HORLN [21] 0.7844 0.7236 0.8021 0.7379 0.8080 0.7583 0.8155 0.7515

Proposed method 0.7854 0.7590 0.7982 0.7922 0.8101 0.7991 0.8159 0.8136
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of thousands data, that training time not exceeding 10 s is acceptable enough in practice. 
It also proves the superiority of our proposed method.

6.2 � Ablation experiment analysis

The ablation experiment results are shown in Fig. 6. It can be found that without the sup-
port of supervised CL, feature learning solely through Encoder would have much worse 
results. After all, Encoder only has a simple structure of two layers of dilated convolu-
tion. Supervised CL can significantly improve the performance of such a small model.

As for LTTB, unlike random data augmentation methods, this method actively dis-
cards data of low-contribution to preserve the original local characteristics of the data 
as much as possible, thereby improves the model’s detection performance. Although the 
improvement is not obvious, it can be observed that LTTB has advantages in time series 
data augmentation and the feasibility of downsampling methods as a method for time 
series data augmentation.

6.3 � Visual effect of contrastive learning

In Sect. 2, we introduced that the goal of CL is to make the representation vectors of 
positive pairs as similar as possible, while negative pairs are as dissimilar as possible. 
In supervised CL, positive pairs represent the same category and negative pairs repre-
sent different categories. In order to achieve supervised CL visualization, we use the 
trained model to output 8 samples of representation vectors, then perform dot product 
operation and normalize to [0,  1] as similarity. At the same time, we choose 60% and 
80% training ratios for comparison. The heat map is drawn according to the similarity 
in Fig. 7. It can be seen from the figure that the similarity of representation vectors of 

Table 4  The number of parameters and time consumption (training ratio is 50%)

Bold data represents the best results

Models Parameters ( 106) Training time (s) Testing time (s)

WDCNN 0.896 1.74 1.03
HybridAttn 51.062 14.94 4.29

HORLN 3.427 3.81 1.11

Proposed method 1.065 8.58 1.54

Fig. 6  Ablation experiment
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different categories is low, while the similarity of the same category is relatively higher. 
Increasing training samples allows the model to learn more features, thus producing bet-
ter representation vectors.

7 � Conclusion and future work
To actively compare the electricity consumption characteristics between different sam-
ples to improve electricity theft detection, we propose a supervised CL-based ETD 
method. Our method can effectively utilize the prior information of labels so that the 
similarity of positive pairs is far greater than that of negative pairs, thus obtaining rep-
resentation vectors with information about the electricity consumption pattern. Fur-
thermore, we innovatively apply LTTB to time series data augmentation and show the 
feasibility of applying the time series downsampling method to data augmentation. 
Experiments on real datasets show that our proposed method outperforms state-of-the-
art models.

In future, we will further investigate the new potential of CL in ETD and explore other 
downsampling methods for time series data augmentation.
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Fig. 7  The visualization of contrastive representation learning: the left is a training ratio of 60%, and on the 
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be. A similarity of 1 means this is the same vector
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