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Abstract 

With the integration of unmanned aerial vehicles (UAVs) into fifth generation (5G) 
networks, UAVs are used in many applications since they enhance coverage and capac-
ity. To increase wireless communication resources, it is crucial to study the trajectory of 
UAV-assisted relay. In this paper, an energy-efficient UAV trajectory for uplink communi-
cation is studied, where a UAV serves as a mobile relay to maintain the communication 
between ground user equipment (UE) and a macro base station. This paper proposes a 
UAV Trajectory Optimization (UAV-TO) scheme for load balancing based on Reinforce-
ment Learning (RL). The proposed scheme utilizes load balancing to maximize energy 
efficiency for multiple UEs in order to increase network resource utilization. To deal with 
nonconvex optimization, the RL framework is used to optimize the trajectory UAV. Both 
model-based and model-free approaches of RL are utilized to solve the optimization 
problem, considering line of sight and non-line of sight channel models. In addition, 
the network load distribution is calculated. The simulation results demonstrate the 
effectiveness of the proposed scheme under different path losses and different flight 
durations. The results show a significant improvement in performance compared to 
the existing methods.

Keywords: Reinforcement learning, Sustainable development goals, Trajectory 
optimization UAVs

1 Introduction
Unmanned aerial vehicles (UAVs) are currently one of the most significant techno-
logical developments. Many real-world applications for UAV include entertainment, 
telecommunications, agriculture, transportation, and infrastructure. The utilization 
of UAVs necessitates the planning of appropriate vehicle trajectories. UAVs then can 
overcome the accessibility, speed, and dependability of the terrestrial system [1]. In 
particular, UAVs are utilized to enhance the communication performance of 5G net-
works that rely on UAV-assisted communication. UAVs can operate autonomously or 
through remote pilot control without needing a pilot onboard [2]. As such, UAVs are 
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utilized in a number of inventive ways to achieve the sustainable development goals 
(SDGs), including sustainable cities and communities, climate action, industry, inno-
vation and infrastructure, and power saving and clean energy. Climate change has 
led to increase in the severity of wildfires as well as prolonged heat waves during the 
drought. UAVs are particularly useful for forest fire prevention. Using Victoria fire 
frequency statistics over a ten-year period and particle swarm optimization [3], the 
optimal position of UAV is determined for various fires. UAV-aided communication 
consists of two types of channels, the UAV-ground channel [4–10] and the UAV-UAV 
channel [11, 12]. UAV-assisted wireless communication operates in three modes: 
UAV-aided ubiquitous coverage, UAV-aided relaying and UAV-aided information 
dissemination and data collection. For instance, in [5, 7, 8, 11], the UAV-aided ubiq-
uitous coverage deploys UAV to provide wireless coverage within an area. Two sce-
narios in which this can be examined are rapid service recovery and base station (BS) 
offloading in extremely crowded areas. UAV-aided relaying has been considered in 
[4, 9] to maximize reliability for user equipment (UE) without direct communication. 
These efforts aim to enhance the power profile and coverage range of UAVs, thereby 
reducing energy consumption for the network. Furthermore, UAV-assisted data col-
lection provides an efficient way to collect data from network nodes [8, 10, 13]. Due 
to their ability to fly, UAV-aided relaying can provide more wireless communication 
resources, leading to improved coverage.

Recently, there have been several studies on UAV-assisted relay on 5G networks 
[14–18]. These studies have examined various aspects of UAV-assisted relay, includ-
ing resource allocation, trajectory optimization, transmit power, load balancing (LB), 
and UAV channel modeling. Some studies have optimized UAV deployment and tra-
jectory to improve communication performance [19–27]. However, most of these 
studies have focused on static UAVs, which are not suitable for providing reliable 
relaying communication. Mobile UAVs can be used as relays to maintain the commu-
nication between UE and destination. In addition, previous studies have either con-
sidered UAV deployment or traffic load balancing for UAVs, but not both. The LB 
of UAV wireless communication is a topic of interest in existing literature, with two 
types of load to consider: the amount of resources connected with each UAV and the 
amount of resources associated with each UE.

For the UAV-assisted relay network, the existing studies evaluated the LB, which 
utilizes UAV to improve spectrum allocation [28], data rate [29], wireless latency of 
users [30], and QoS requirements [31]. Most of the above related works studied one 
aspect of LB, either allocating resources by UAV or by UE, but ignored the design 
of an optimal trajectory for the UAV. The load imbalance cannot guarantee efficient 
distribution in incoming network traffic. Thus, some problems need to be addressed 
to make an efficient communication environment. The line of sight (LOS) has made 
a promising solution for energy efficient trajectory. In addition, UAVs offer a better 
LOS communication between UAV and UE to reduce transmission energy consump-
tion. However, previous works have not considered the design of trajectory and traffic 
characteristics, especially related to energy consumption.
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This paper focuses on an energy-efficient UAV trajectory for uplink communica-
tion, where a UAV serves as a mobile relay to balance the load in 5G networks. In par-
ticular, the main contributions of this paper are summarized as follows:

1. Our optimization problem proposes a UAV Trajectory Optimization (UAV-TO) 
scheme for load balancing based on Reinforcement Learning (RL) that maximizes 
energy efficiency (EE) for uplink communication. The problem considers the Three-
Dimensional (3D) flight trajectory of UAV to visualize the aircraft performance and 
verify the safety and adaptability of the algorithm. The channel model of LOS and 
non-line of sight (NLOS) are formulated to solve optimization problem while multi-
ple UEs are present on the ground.

2. The proposed scheme utilizes LB to maximize EE for multiple UEs in order to 
increase network resource utilization. It is based on the amount of resources that the 
UAV can carry as its load. Specifically, the highest data rate of UE is transmitted first 
to get the minimum resources. The range of the load takes values between 0 and 1. 
Therefore, if the load is smaller than 1, the UAV can receive more resources from the 
UE. Otherwise, the network cannot allocate sufficient resources to UE.

3. The optimization problem is nonconvex, so the RL framework is utilized to build 
UAV trajectory planning in order to overcome this problem. Two categories of RL, 
Monte Carlo (MC) and Dynamic Programming (DP) are used to improve resource 
utilization. The main objective of RL is to provide the optimal solution, which is rep-
resented through the interaction between the UAV and its environment. In addition, 
the network load distribution is calculated.

4. The simulation results demonstrate the performance of the proposed scheme under 
different path losses and different flight durations. The results show that the pro-
posed scheme outperforms the existing methods under various parameter configura-
tions.

The rest of the paper is organized as follows: Sect. 2 introduces the related work. Sec-
tion 3 presents the RL. Section 4 presents the system model and channel model. Sec-
tion  5 describes the problem formulation. Section  6 presents the proposed UAV-TO 
scheme. The simulation results are provided in Sect.  7. Finally, Sect.  8 concludes the 
paper.

2  Related work
There have been significant works focused on UAV-aided relay communication for the 
UAV-ground channel [4–10] and the UAV-UAV channel [11, 12]. The authors high-
lighted the characteristics of mmWave propagation for 5G in [4]. The Friis Transmission 
Equation is used to determine UE received power for the relay path in order to investi-
gate the various mmWave propagation characteristics. Furthermore, this study includes 
the propagation of mmWave channels in a Ray-Tracing simulator, which assesses the rel-
ative effectiveness of diffracted, reflected, and scattered paths compared to direct paths. 
When the height of the UAV increases, the power received by the UEs decreases. At a 
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height of 30 m, the UAV provides sufficient coverage. At the same time, a throughput 
maximization is achieved in [5], where multi-UAV is presented through UAV trajectory 
delay and packet loss enhancement. A graph neural network (GNN) is used to deter-
mine the natural order of nodes by graph for transmission and movement properties. 
In addition, a dynamically reconfigurable topology is described where the information 
state of aerial nodes is generated and the node parameters are modified. The location 
of the UAV is modified to reduce packet loss and delay. The energy-efficient for UAV 
is investigated in [6] based on the LOS and NLOS of communication links in order to 
optimize the UAV’s trajectory path, transmit power, and speed. It is assumed that the 
UAV’s flying speed is fixed. A binary decision variable is assigned to plan the UAV-to-UE 
connectivity.

By using the estimation of throughput for UAV, the optimal UAV position is pro-
posed in [7], for a multi-rate communication system between two ground nodes. 
Three modulations on multi-rate in IEEE 802.11b are considered. The estimation 
of UAV throughput depends on the UAV location and link rates. When the relay is 
closer to one of the ground nodes than the center position, the maximum through-
put is investigated. The uplink channel model is presented in [8], which considers the 
impact of 3D distance and multi-UAV reflection. Maximizing the EE of the UAV-BS 
uplink is examined by modifying the UAV’s uplink transmit power at different 3D 
distances.

In [9], an iterative approach is studied to optimize the UAV trajectory and edge user 
scheduling in a hybrid cellular network. The objective is to maximize the sum rate of 
edge users while considering the rate requirements of all UEs. The problem is formu-
lated as a mixed-integer nonconvex optimization.

In general, coverage is the most important aspect of UAV-assisted wireless com-
munication. Specifically, in [10], considered the coverage and data rate constraints 
to identify the minimum number of UAVs and their optimal positions. The mathe-
matical model determines the optimal position and height of UAVs in 3D space. Both 
decode-and-forward (DF) and amplify-and-forward (AF) are presented in [11] for a 
cooperative communication system with a single source and receiver. They optimize 
the UAV’s power profile, power-splitting ratio profile, and trajectory to maximize the 
throughput.

For UAV-assisted relay networks, related works have studied the deployment 
path for UAV [12–18]. The work of [12] examined the deployment path of UAV and 
resource allocation in order to ensure user fairness. The aim was to maximize the 
minimum throughput for all the UEs while taking into account various constraints 
such as backhaul bandwidth, backhaul information causality, UAV-BS mobility, total 
bandwidth, and maximum transmit power. As data collection continues to grow expo-
nentially [13], explored energy-efficient data gathering for UAV-assisted WSNs. The 
proposed method aims to minimize throughput by optimizing UAV deployment and 
sensor node transmission (SN). The SNs are allowed to choose among three transmis-
sion modes, which include waiting, standard sink node transmission, and UAV upload-
ing. In addition, the optimal 3D positioning of the UAVs and the power allocation are 
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proposed in [14] to improve performance by maintaining secrecy in the presence of 
eavesdroppers. In [15], the UAV’s transmit power is proposed which utilizes the uplink 
channel model from UAVs to ground BSs. A resources optimization problem in [16] 
is investigated for UAV-assisted 5G networks. Resource allocation and control of the 
planning path play an important role in dynamic UAV-assisted 5G networks. Specifi-
cally, in [17], multiple UAV-BSs communication is proposed, which utilizes UAV as 
flying BSs to provide coverage enhancement and QoS requirements in 5G wireless net-
works. In [18], Ray-tracing simulations are also proposed to enhance the coverage of a 
UAV operating as aerial BS.

Generally, the trajectory of UAVs plays an active role in improving the perfor-
mance of UAV-assisted wireless communication. It is worth noting that the related 
works about UAV-aided relay systems mainly focus on trajectory optimization [19–
26]. A survey of UAV characteristics and limitations in the integration of 5G com-
munications into UAV-assisted networks is presented in [19]. An energy-efficient 
trajectory optimization of UAVs is examined in [20], where the trajectory strategy 
of the UAV is designed in conjunction with prohibitive power depletion and QoS 
requirements to optimize data transmission, energy consumption, and coverage 
fairness. For a multi-hop UAV relaying system, the UAV trajectory and transmit 
power optimization are utilized in [21] to maximize the end-to-end throughput. 
The trajectory and transmit power of UAV-BS are optimized to recognize UAV-to-
ground (U2G) and ground-to-UAV (G2U) communications [22]. The optimal tra-
jectory of the UAV is presented in [23] to maximize EE for UAV communication. 
Moreover, when considering the circular trajectory of the UAV, rate maximization 
and energy minimization are investigated in  situations where the UAV trajectory 
was unconstrained.

Power allocation and trajectory optimization are studied in [24–26] for UAV-
assisted relay systems. In particular, [24] investigated the optimal trajectory of UAV 
to improve the throughput of the communication link between two UEs. UAV is 
considered as a mobile relay to maximize the minimum transmission rate between 
transmitter and receiver. To address a nonconvex problem, it converted the main 
problem to some sub-problems, which jointly optimizes the power allocations and 
UAV trajectory alternately. It is worth noting that [25] also investigated an outage 
probability minimization problem by a long-term proactive optimization algorithm. 
In addition, the closed-form of outage probability is formulated by optimizing UAV’s 
3D trajectory. Two hop mobile relay of UAV is used in [26] to serve two UEs on the 
ground. UAV-enabled AF relay network is designed to achieve the maximum end 
to end throughput. Several works [28–31] have discussed the optimal position of 
UAVs based on LB. The optimal user association and spectrum allocation schemes 
are investigated in [28] based on the branch-and-bound method to maximize the 
sum rate in two adjacent cells. In [29], the LB of UAV and fairness of UEs are inves-
tigated which optimizes UAV deployment over multi-UAV networks by diffusion 
UAV deployment. The LB is utilized to distribute the load balancing across neighbor 
UAVs. In [30], the deployment of UAVs as flying BS is analyzed to determine suitable 
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locations to serve more UEs and improve the wireless latency. The goal is to achieve a 
traffic loading balance that improves the channel quality of UEs in a UAV-assisted fog 
network. In multi-UAV-aided mobile edge [31], investigated LB of UAV to improve 
coverage and QoS requirements.

The RL algorithm has been used in many research studies to aid the navigation through 
unknown environments. The main objective of RL is to provide the optimal solution, 
which is represented through interaction between the UAV and its environment. Trajec-
tory planning, navigation, and control of UAVs are discussed in [32] using RL. Mean-
while [33], developed trajectory planning of UAV in an uncertain environment using RL.

In recent years, many new approaches for autonomous navigation and path planning 
of UAVs have emerged [34–36]. Specifically [34], used generative adversarial networks 
and window functions to develop the spatial resolution of satellite images. A high quality 
image of UAV is designed in [35] using super-resolution techniques based on Convolu-
tional Neural Network (CNN), while [36] proposed an energy-efficient optimal path of 
UAV with hybrid ant colony optimization and a variant of A*.

3  Reinforcement learning framework
RL involves an agent interacting with its environment in a cycle, aiming to learn rewards 
and optimize a policy [37]. The fundamental elements of RL include action, reward, 
value, policy, transition, and the environment model. Actions describe how agents move 
from one position to another, while rewards represent the numerical values of the imme-
diate environment state. The policy defines the actions that an agent takes in any given 
state, and transitions define the probability distribution from the current state to the 
next. Value represents the expected value of a state, calculated by cumulative discounted 
rewards. The main objective of RL is to determine an optimal policy to maximize/mini-
mize a certain objective function. It can be defined by a tuple (S, A, P, R, T) where S is a 
finite set of states and A denotes a finite set of actions and the UAV takes an action aǫA at 
state sǫS . The probability transition function denotes as P = Pr st+1 = s′ st = s, at = a  

Fig. 1 Classification of RL Algorithm
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from state s at time t to state s′ at time t + 1 after executing action a. R is a reward func-
tion and T  is the set of decision epochs which can be finite or infinite. The policy func-
tion represents as π , which is a mapping from a state s to an action a . The RL describes 
how agents learn the optimal policy (π) , where the highest reward value is achieved 
[33]. RL algorithms are classified into two categories: model-based and model-free as 
described in Fig. 1.

The model-based RL method involves the agent using the transition probability from 
the model to determine the next reward and action. This method requires an explicit 
environment and agent model. DP is an example of a model-based method that requires 
full observable environmental knowledge. DP is used to identify the optimal solution 
through value or policy iteration. The agents in model-free RL do not store any infor-
mation about the environment. Instead, they update their knowledge to determine the 
quality of a proposed action. The agent’s objective is to choose the optimal action, esti-
mating action values based on experience rather than through exploitation. MC and 
Temporal Difference (TD) are examples of model-free RL algorithms [38]. The MC is a 
model-free technique that directly learns from episodes of experience [33]. In each epi-
sode, the agents move from its current state to its terminal state.

It may be used with sample models without bootstrapping, whereas the TD approach 
learns from the current value function estimation using bootstrapping. Generally, TD is 
utilized to predict a quantity that depends on the signal’s future values. Q-learning and 
SARSA are the two major TD-based algorithms [32].

4  System model and channel model
4.1  System model

The following considers uplink communication in a geographical area. The network 
has one MBS, which is located at the center of the area as depicted in Fig. 2. A UAV 
flies at a fixed altitude H to serve a group of ground UEs, which serves as a mobile 
relay. In addition, UAVs can use millimeter waves (mmWave) to provide the back-haul 
link between UAV and MBS. Total duration to complete a relay communication is 
T . At each t , 0 ≤ t ≤ T , the UAV is deployed as an aerial relay to assist communica-
tion between UE and MBS for AF communication. In this paper, the UAV, UE, and 
MBS are equipped with one antenna. Thus, there is no interference between UE-UAV 
and UAV-MBS links. UEs are set as i = (1, 2, . . . .I) and the location of the static UE 
is assumed as [Wi, 0]

T  , where Wi = [xi, yi, 0] denotes the horizontal coordinate. UEs 
are distributed randomly in the network. The UAVs are set as j = (1, 2, . . . .J ) and the 
coordinates of each UAV are assumed as [qj(t),H ]T  at time t , where the horizontal 
coordinate of the UAV can be written as qj(t) = (t), yj(t)]

T  at time t.
This paper proposes UAV-TO flights at fixed altitude H  above the ground for a 

duration of T. Therefore, the location of qj UAV is considered unchanged within 
each time slot. After a certain amount of time, the UAVs’ positions vary constantly, 
while the locations of the UEs are assumed to be fixed during each cycle of UAV 
positioning. The paper studies the channel model based on both LOS and NLOS 
scenarios.
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4.2  Channel model

4.2.1  The average path loss between UE and UAV

Mobility and the LOS channel are important aspects of 5G networks [19]. This paper 
aims to improve LOS communication between UAVs and UEs to reduce transmission 
energy consumption. Hence, the probability of the LOS channel between a UEs and 
UAV at time t represents as [5]:

where α and β are the constant values depending on the environment such as Urban and 
Suburban. Meanwhile, �ij is the elevation angle (in degrees) between UAV j and UE i , 
which can be expressed as �ij = tan−1

(

H
dij(t)

)

 , where H is the UAV’s altitude and 

dij(t) =
√

qj(t)−W 2
i +H2 is the distance between j UAV and i UE at time t.

So, the probability of NLOS between UAV and UE can be expressed as:

Y= los
ij (t) and Y= Nlos

ij (t) represent the path loss between UEs at location i and UAV j with the 
LOS and NLOS channels, respectively [39].

(1)pLOS(t) =
1

1+ αe−β(�ij−α)

(2)pNLOS(t) = 1− pLOS(t)

(3)Y= LOS
ij (t)(dB) = ζ loslog

(

4π fcdij(t)

c

)τ

(4)Y= LOS
ij (t) = τζ LOS

(

0.5 log
(

qj(t)−W 2
i +H2

)

+ log

(

fc
4π

c

))

(5)Y= NLOS
ij (t) = τζNLOS

(

0.5 log
(

qj(t)−W 2
i +H2

)

+ log

(

fc
4π

c

))

Fig. 2 System model of UAV
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where ζ los and ζNlos represent the excessive path loss coefficient for LOS and NLOS 
channels depending on the urban area. Moreover fc is carrier frequency,c is the speed of 
light, and τ is the path loss exponents. The average path loss model for LOS and NLOS is 
calculated by using Eqs. (4) and (5). Therefore, the average path loss between UE and the 
UAV can be written as:

4.2.2  The average path loss between UAV and MBS

Assuming the altitude of the UAV is high and there is no obstacle between UAV and MBS, 
the backhaul link is assumed to be a LOS link. Therefore, the channel characteristics are 
unique due to the strong LOS connections. To maximize the EE of UAV-assisted relay in a 
5G network, an optimization problem is formulated to jointly determine the optimal trajec-
tory of the UAV. Similarly, the path loss between the UAV and the MBS can be denoted as:

where 
√

(

q(t)2 +H2
)

 represents the distance between UAV and MBS.

4.3  Data rate

4.3.1  Transmission from UE and UAV

The average of the channel gain from i UE to UAV can be expressed as follows 
gij(t) =

1
Y= ij(t)

 , where gij(t) represents the channel gain based on LOS and NLOS com-

munication links. According to [12], the signal to noise ratio (SNR) of the access link 
can be calculated by:

where Pi represents the transmission power of i UE and σ 2 defines the noise power. 
Therefore, the data rate of the access link of UE i can be modeled as [38]:

where B is the bandwidth exclusively used by UAV.

4.3.2  Transmission from UAV and MBS

Here, gjd(t) represents the channel gain from UAV to MBS and Pj as the transmission 
power of UAV. Thus, the SNR of the backhaul link from UAV to MBS can be calcu-
lated as [5]:

(6)Y=
avg
ij (t) = pLOS(t)Y=

LOS
ij + pNLOS(t)Y=

NLOS
ij

(7)Y=
avg
ij (t) =

(

ζ lospLOS(t)+ ζNLOSpNLOS(t)
)

log

(

4π fcdi(t)

c

)τ

(8)Y= los
j (t) = τζ LOS

(

log fc + log

√

(

q(t)2 +H2
)

+ log
4π

c

)

(9)γij(t) =
Pigij(t)

σ 2

(10)rateij(t) = Blog
(

1+ γij(t)
)
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In AF mode, the time domain for a UE is divided into two slots. In the first half of 
the time slot, the UE broadcasts its data to both the UAV and MBS. Then, in the sec-
ond half, the UAV amplifies the received data and forwards it to the MBS. As a result, 
the achievable data rate rate(t) of i UE towards MBS via UAV based on AF is given as 
[12]:

5  Problem formula
This paper proposes a UAV-TO scheme for load balancing based on RL in UAV-assisted 
relay. The proposed scheme formulates LB to maximize EE for multiple UEs to increase 
network resource utilization. The binary variable xij is used to indicate whether i UE is 
assigned to j UAV or not. yj =

∑

i∈I

xij represents the number of UEs associated to j UAV.

5.1  Load definition

There are two types of load, including the amount of resources connected with 
each UAV and the number of resources associated with each UE [40]. The proposed 
scheme is based on the amount of resources of each UE as load. Therefore, the total 
available resources of UE to UAV can be represented as Ni . When i UE communicates 
with j UAV, the load caused by transmitting the data of i UE to j UAV. It can be noted 
that, the load of UAV can be defined as the ratio of amount of resources allocated of 
UAV from i UE to the total available resources of UEs [41].

where ρi(t) is the number of required resources of UAV from i UE. It can be denoted as 
follows:

where the data rate required and the bandwidth of the resource block are denoted as Ri 
and BW  , respectively. The bandwidth of resource block is 180 kHz [42]. Specifically, the 
highest data rate of UE is transmitted first to get the minimum resources. It is impor-
tant to determine the amount of resources allocated for UAV according to the LB. Note 
that the range of load takes [0, 1]. Therefore, if the load is smaller than 1, the UAV can 
receive more than the resources of UE. Otherwise, the network is overloaded because 
the load of UAV exceeds 1, hence it cannot be sufficient to allocate resources to UE. 

(11)γj(t) =
Pjgjd(t)

σ 2

(12)ratei(t) =
B

2
log

(

1+ γi(t)+
γij(t)γjd(t)

1+ γij(t)+ γjd(t)

)

(13)xij =

{

1 user i served by j UAV
0 otherwise

(14)lj(t) =

∑

i ρi(t)

Ni

(15)ρi(t) = min
Ri

BWγij(t)
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Consequently, it can be recognized that the load of UAV cannot exceed 1 for all UEs in 
the network.

5.2  Energy efficiency

There are many factors that are involved in the energy consumption of a UAV such as com-
munication energy for data transmission, flying energy to keep UAV mobile, and energy due 
to vertical climb [23]. Flying energy relates to speed and acceleration of the UAV, while the 
communication energy of the UAVs depends on the data transmission/reception. To avoid 
complexity, the UAV’s takeoff and landing are not considered, hence the energy required for 
vertical climb is ignored. The energy required for data transmission is given as:

where li(t)Ei(t) is the energy consumed by i UE which transmitted data to MBS through 
UAV, ld(t)Ei(t) is the energy consumed by UE which transmitted data to MBS as direct 
mode, and Ej(t) is the energy consumed by i UAV j to MBS.

Based on the approach in [23], the energy required for flying is expressed as:

where c1 , c2 are fixed parameters related to the aircraft’s weight, wing area, and air 
density. Furthermore, v(t) is a velocity of UAV and a(t) is acceleration of UAV. g is the 
gravitational acceleration. The total energy of UAV can be denoted as ET which is the 
combination of communication energy Ec and flying energy Ef  . It can be written as:

Thus, EE of the UAV is defined as the ratio between the data rate and the energy con-
sumption of the UAV. Therefore, the EE can be denoted as

5.3  Optimization objective

Our objective is to balance the load of the UAV by optimizing its trajectory, utilizing it as 
a flying relay. Since the UE with the highest data rate is transmitted first, the load of UAV 
is determined by the number of UEs associated with UAV. The UAV has a time duration 
T  , which can be divided into M time slots with length T

/

M . These time slots M are used 
for designing the UAV’s trajectory. Therefore, the optimization formula can be written 
as:

which is subject to:

(16)EC(t) = ld(t)Ei(t)+ Ej(t)+ li(t)Ei(t)

(17)Ef (t) = c1vj(t)
3 +

c2

vj(t)

(

1+
aj(t)

4

(

dij(t)
)2
g2

)

(18)ET (t) = Ec(t)+ Ef (t)

(19)EE =

∑

i

∑

t xij(t)ratei(t)
∑

i

∑

t

(

Ec(t)+ Ef (t)
)

(20)P1 Max EEj =

∑

i

∑

t xij(m)ratei(m)
∑

i

∑

t

(

Ec(m)+ Ef (m)
)
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The constraints in the optimization problem are classified into 4 types: user QoS con-
straints, UAV mechanical constraints, constraints of the load traffic, and UAV trajectory 
constraints. Constraint (20a) indicates QoS constraints, where Rmin and Ri denote the 
minimum data rate required for i UE and the overall data rate required for all i UEs, 
respectively. Equation (20b) represents a constraint of the load traffic. Constraints (20c) 
and (20d) provide the total number of UEs that are communicated by the UAV. Equa-
tions (20e) and (20f ) are the UAV’s velocity and acceleration constraints, where vmax and 
amax denote the maximum velocity and maximum acceleration, respectively. Equation 
(20g) satisfies the constraint of UAV trajectory. Constraint (20h) defines the initial loca-
tion of UAV qj[0] and the final location qj[T ] at period T .

It is noted that the optimization problem P1 is a mixed integer non-convex. Fur-
thermore, the various flight constraints and the high dynamic topology of the network 
increase the complexity of solving the problem. Meanwhile, the Markov decision pro-
cess (MDP) is a mathematical framework used for describing the environment in RL 
problems [43]. Two categories of RL, namely MC and DP, are utilized in this paper in 
order to improve resource utilization.

Q-Learning is a model-free approach in which the optimal policy is learned by using 
off policy. Q-learning describes an agent that learns the optimal action from an unknown 
environment. The next action is selected based on the maximum Q-value of the next 
state, which is a greedy policy. At each time slot m , given state s(m) , the agent chooses 
action a(m) with respect to its policy π . After the action is performed, the agent receives 
an immediate reward r and transmits to a new state s(m+ 1) . The cumulative reward 
from the current state up to the terminal state at time M can be calculated by [7]:

(20a)Rmin ≤ ratei(m) ≤ Ri ∀ i, ∀ m

(20b)ρi(m+ 1) ≤ Ni −
∑

i

ρi(m) ∀ i, ∀ m

(20c)
∑

i∈I

xij(m) = yj ∀ m

(20d)xij(m)ǫ(0, 1) ∀ m

(20e)aj(m) < amax ∀ m

(20f )vj(m) < vmax ∀ m

(20g)qj(m+ 1)− qj(m) ≤
T

M
vmax

(20h)qj[0] = q0, qj[T ] = qF
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where ϑǫ[0, 1] is a discount factor balancing between immediate and future rewards. The 
value of state s under policy π is given by [23]:

Q-function (state-action-value function) is the expected return when performing 
action a in state s , which is denoted as [38]:

According to the Bellman equation in [23], the value function can be written as the 
following

The expected value of state s is defined as the current rewards and values of the next 
states. The optimal Q-function Qπ∗

(s, a) for each state and action gives the highest 
expected return that can be obtained from the state when an action is taken. As a result, 
it can be given as:

The optimal value function V π∗(

s′
)

 for each state gives the highest expected return 
that can be obtained from the state. It can be given as:

The Q value can be updated by taking into account the action that has the maximum 
Q value of the next time slot:

where Q
(

s′, a′
)

 is a new Q value of the next state, Q(s, a) is the Q value of the previous 
state, and � is a learning rate or step size. Since exploration policy of the agent, ∈-greedy 
policy can be used to define the optimal policy π for more information on the Q-func-
tion. It is described as:

It can observed that the optimal policy π∗ = argmaxa(Q
∗(s, a)) is a unique value of the 

solution. Action a(m) is selected randomly from the action space A and otherwise the 
action a(m) that maximizes the Q-value is selected with probability ∈ . In contrast, the 

(21)Gm =

M
∑

k=m

ϑk−mr(sk , ak)

(22)V π (s) = Eπ [Gm|st = s]

(23)Qπ (s, a) = Eπ [Gm|st = s, at = a]

(24)Qπ (s, a) = Eπ

[

M
∑

k=m

ϑk−mr(sk , ak)

∣

∣

∣

∣

∣

st = s, at = a

]

(25)V π (s) = r
(

s, a′, s′
)

+ ϑV π
(

s′
)

(26)Qπ∗

(s, a) =
(

r
(

s, a′, s′
)

+ ϑmax
(

Qπ∗(

s′, a′
)

))

(27)V π∗(

s′
)

= ϑQπ∗(

s′, a′
)

(28)Q
(

s′, a′
)

= Q(s, a)+�
(

r
(

s′, a′
)

+ ϑ maxQ
(

s′, a′
)

− Q(s, a)
)

(29)π(a|s) =

{

randomly selected from A with probaility ∈
arg maxaǫAQ(s, a) otherwise
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agents in the model-based learn a representation of the transition function P and reward 
function r . The optimal Q-function Qπ∗

(s, a) can be written as [38]:

The expected value V π (s) of state s is described as the current rewards and values of 
the next states weighted by their transition probabilities.

In the proposed method, both model-free and model-based RL algorithms are used to 
plan the UAV trajectory. Model-free algorithms, such as MC, learn the optimal policy 
by estimating action values from the agent’s interactions with the environment, without 
requiring a model of the environment. In contrast, model-based algorithms, such as DP, 
require a model of the environment and use the transition probability to estimate the 
next reward and next action.

6  Proposed UAV‑TO scheme
In this section, the RL algorithm is utilized to plan UAV trajectory planning to increase 
network resource utilization. The system’s state depends on the current location of the 
UAV and the average of the UAV. The state of the space is denoted as 
s(m) =

(

s1(m), . . . .sj(m)
)

 , where sj(m) represents the state of j UAV at time slot m , 
which includes the current location q(m) and average LB of UAV l(m) . Therefore, the 
state element represents as sj(m) =

{

qj(m), lj(m)

}

 . The action of the space is defined as 

a(m) =
(

a1(m), . . . , aj(m)
)

 , where aj(m) represents the action of j UAV at time slot m , 
which provides the movement direction of UAV. Thus, based on the current state (e.g. 
location and balancing load), agent makes decision and chooses action according to its 
policy π , which is depicted in Fig. 3.

The main objective of Q-function is to determine the reward function based on the current 
location q(m) and average LB of UAV l(m) . A reward function of ending up in state s(m+ 1) 
after executing action a(m) in state s(m) is denoted r(s(m), a(m), s(m+ 1)) . The range of 
loads takes [0, 1]. Assume that l(0) = 0 . The average load of UAV at time m can be written as:

(30)Qπ∗

(s, a) =
∑

s′

P
(

s,π(a), s′
)

(

r
(

s, a′, s′
)

+ ϑmax
(

Qπ∗(

s′, a′
)

))

(31)V π (s) =
∑

s′

P
(

s,π(a), s′
)(

r
(

s, a′, s′
)

+ ϑV π
(

s′
))

Fig. 3 Proposed scheme based on RL framework
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If lj(m) < 0 , it indicates an allowable load of UE and satisfies the LB. Otherwise, the 
resources of UE could not satisfy the balance of load. The number of resources of UAV 
ρi(m) that are required from i UE is given as follows:

The resources occupied by i UE at time slot (m+ 1) may not exceed 
(

Ni −
∑

i ρi(m)
)

, 
otherwise ρi(m) = 0.

Specifically, the highest data rate of UE is transmitted first to get the minimum 
resources. The action aj(m) determines the next location of UAV at the next slot m+ 1 . 
Therefore, the next location can be calculated as:

At each decision point, there are two possible actions for the UAV based on factor β , 
denoted as 0 and 1. β = 0 represents the UAV to continue waiting for more UE, while 
β = 1 represents the UAV stopping and transferring to another state that provides the 
best reward.

The reward function P2 can be formula as follows:

Both model-based and model-free RL approaches are applied to solve the optimiza-
tion problem. The model-free MC approach is used to design the optimal trajectory 
of UAV. According to Algorithm 1, the first step is to initialize the Q-value and states. 
The algorithm starts by resetting time slot m to zero. The optimal Q function deter-
mines the reward function (P2) in Eq.  (36) and aims to balance the load of the UAV 
based on the computed value of l(m) . The objective is to choose the optimal action 
from an unknown environment. The state space consists of two components: the cur-
rent location q(m) and average LB of UAV l(m) . Consequently, the solution of P2 can be 
obtained by solving Eqs. (32) and (34). The UE with the highest data rate is transmitted 
first to get the minimum resources. If the load balance is satisfied, i.e., lj(m) < 0 , then 
the resources allocated to the UE are acceptable. However, if lj(m) > 0 , then the allo-
cated resources may not be sufficient to satisfy the LB. At each time m , the resources 
occupied by UE are calculated by using Eq.  (33) and should not exceed.the available 
resources 

(

Ni −
∑

i ρi(m)
)

.

(32)lj(m+ 1) = lj(m)+ lj(m)

(33)ρi(m) =







min Ri
BWγij(m)

ρi(m+ 1) ≤ Ni −
�

i

ρi(m)

0 ρi(m+ 1) > Ni −
�

i

ρi(m)

(34)qj(m+ 1) = qj(m)+ βaj(m)

(35)β =

{

1 qj(m+ 1)− qj(m)) ≤ T
M vmax

0 qj(m+ 1)− qj(m)) > T
M vmax

(36)P2 r(m) =

∑

i

∑

t xij(m)ratei(m)
∑

i

∑

t

(

Ec(m)+ Ef (m)
)
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The agent selects the action that maximizes the Q-value with probability ε accord-
ing to its policy π , and the chosen action determines the next location of the UAV 
at the next time slot according to Eq. (34). The factor β in Eq. (35) ensures that UAV 
should remain within the area for a certain duration T . The Q-value is then updated 
according to the selected action in order to maximize the Q-value of the next time 
slot. By repeating these steps, the Algorithm 1 can find the optimal trajectory of the 
UAV that is suitable for the network environment. On the other hand, the agents in 
the model-based learn a representation of the transition function P and the reward 
function r . In the policy iteration method, the optimal solution is based on state-value 
function in Eq. (31). During the execution, the proposed algorithm constructs greedy 
action π ′ that selects actions better than the original policy π . Algorithm  2 is used 
to find the optimal trajectory of the UAV until a new policy is found that does not 
improve upon the old policy.
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7  Simulation results
The simulation results evaluate the effectiveness of the proposed scheme UAV-TO, 
which is optimized to maximize EE under the constraints of LB and the number of 
resources. Matlab is used to generate the simulation results. It assumes a cell size of 
(500 m, 500 m) with one MBS located at the center of the cell. The MBS serves UEs 
located within a distance 500 m and at coordinates (250 m, 250 m). The UAV serves 
50 UEs that are distributed randomly between (0 m, 500 m). The UAV starts at posi-
tion (0, 0, h) and ends at position (500, 500, h). The paper proposes a 3D view of UAV 
trajectories to visualize the aircraft performance and verify the safety and adaptabil-
ity of the algorithm. The power consumption for flying and communication is set to 
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pf = 400W  and pc = 40W  , respectively. The maximum speed of the UAV is set as 
50 m/s . The flight duration of UAV is T = 120 s.

The simulation parameters are listed in Table 1. The proposed scheme is compared 
with deployment UAV as Circular scheme [44], Trajectory UAV scheme [21], and Lin-
ear scheme [45]. The Circular scheme [44] is defined as the optimal fixed radius being 
achieved, while the linear scheme is defined as the UAV moving along the linear path. 
The UAV moved along a linear path from position (0, 0, 100) to position (500, 500, 
100) at a constant height of 100 m and a constant velocity of 30 m/s. Figure 4 shows 
the model of the horizontal path of the UAV. The UAV moved on a horizontal circular 
path [44] as shown in Fig. 5 with radius 250 m and center at (250, 250, 100) at a con-
stant height of 100 m and a constant velocity of 30 m/s. The UAV completed a single 
full round starting from position (500, 250, 100).

The efficiency of the UAV-TO scheme is tested using parameters such as EE, LB, 
flight duration, and number of UEs. The simulation results are divided into three sec-
tions; Sect. 1 presents the total EE for various UEs, while Sect. 2 describes the total 
EE for different heights of UAV. Section 3 includes the LB verse the number of UEs.

Table 1 Simulation parameters

Parameters Value

σ2 − 110 dBm

α 0.43

β 4.88

τ 2

ζlos 0.1 dB

ζNlos 21 dB

fc 1 GHz

c 3 × 108 m/s

UAV parameters

H 100 m

T 120 s

B 1 MHz

Pj 0.1 W

vmax 50 m/s

amax 5 m/s2

c1 0.001

c2 2250

g 9.81 m/s2

UE parameters

I 50

Pi 0.2 W

Rmin 0.5 Mb/s

Ri 1 Mb/s

Ni 50
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7.1  The total EE various different numbers of UE

In this section, two scenarios (MD, DP) of trajectory UAV are proposed for differ-
ent path loss coefficients such as Suburban, Urban, Dense Urban, and Highrise Urban 
area. Our goal is to verify the UAV-TO scheme within the cell area to increase network 
resource utilization based on the RL algorithm. Each UE chooses UAV to balance the 
load distribution of the cell. In the simulation environment, different path loss coeffi-
cients ( ζ los , ζNlos ) pairs (0.1, 21), (1.0,20), (1.6, 23), (2.3, 34) corresponding to Suburban, 
Urban, Dense Urban, and Highrise Urban respectively [4] (measured in dB). For this 
purpose, two scenarios of trajectory UAV are tested with five possible states of UAV, as 
shown in Table 2 and Fig. 6. In this Table, the states and actions of UAV are assumed to 

Fig. 4 The horizontal path model of UAV

Fig. 5 The circular path model of UAV
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cover every point in the area. The columns of the Table represent the UAV state, which 
includes the current location, while the rows represent the possible actions that lead to 
the next state.

Figure 7 shows the two different scenarios DP and MC of trajectory UAV under vari-
ous environments when T = 120 s. The initial position of UAV is at (0, 0), while the final 
position is at (500, 500). Table 3 shows the result of the proposed DP approach for differ-
ent environments. It indicates a new value function for each state and action. The overall 
design goal of the reward function is to jointly optimize EE by finding the optimal policy 
π∗(a|s) . From the initial state, the UAV can go to state 1 by finding the value function of 
five possible actions. As shown in Table 3, the possible actions of state 1 are 2.4851e+07, 
2.4905e+07, 2.4772e+07, 2.4848e+07, and 2.4848e+07 for the Suburban environment. 
The optimal policy π∗(a|s) = argmaxa(Q

∗(s, a)) can be obtained by finding action which 
will lead to the maximum value function. Therefore, the optimal action is action 2 with 
x = 142.3880 and y = 88.2683 (from Table 2), which is highlighted in green. For example, 
the optimal action of state 2 is action 1 with x = 250 and y = 50 (from Table 2), which is 
also highlighted in green. By repeating these steps, the optimal sequence of UAV actions 
is found to be action 2, action 1, action 3, and action 3 for the Suburban environment. 

Table 2 Five possible states and actions of UAV

State 1 State 2 State 3 State 4

X Y X Y X Y X Y

Action 1 150.0000 50.0000 250.0000 50.0000 350.0000 50.0000 450.0000 50.0000

Action 2 142.3880 88.2683 234.7759 126.5367 327.1639 164.8050 419.5518 203.0734

Action 3 120.7107 120.7107 191.4214 191.4214 262.1320 262.1320 332.8427 332.8427

Action 4 88.2683 142.3880 126.5367 234.7759 164.8050 327.1639 203.0734 419.5518

Action 5 50.0000 150.0000 50.0000 250.0000 50.0000 350.0000 50.0000 450.0000

Fig. 6 UAV distributed with five possible states and actions
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Fig. 7 Trajectory design for DP and MC for different environments. a Suburban, b Urban, c Dense Urban, d 
Highrise

Table 3 The new value function for each state of DP

The bold defines the optimal action for each state

The optimal actions are highlighted in green, orange, blue, and yellow for the Suburban, Urban, Dense Urban, and Highrise 
Urban environments, respectively
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Tables 4 and 5 show the optimal trajectory path of the UAV for DP and MC, respectively, 
which corresponds to Fig. 7. Accordingly, the rows represent the actions that have maxi-
mum Q value under various area coefficients. From Table 5, it can be seen that MC must 
wait until the end of episode to receive the reward.

The proposed scheme is compared with deployment UAV as Circular scheme [44], 
Trajectory UAV scheme [21], and Linear scheme [45] for balancing the load of tra-
jectory UAV. Figure 8 represents the total EE verse number of UEs for four different 
environments. As shown in Fig.  8, the EE of the UAV is the largest for the Subur-
ban environment. While EE of the UAV is the smallest for other environments. It can 
be observed that the proposed UAV-TO for MC (UAV-TO-MC) provides higher EE 

Table 4 The optimal trajectory path of the UAV for DP

The optimal actions are highlighted in green, orange, blue, and yellow for the Suburban, Urban, Dense Urban, and Highrise 
Urban environments, respectively

Table 5 The optimal trajectory path of the UAV for MC

The optimal actions are highlighted in green, orange, blue, and yellow for the Suburban, Urban, Dense Urban, and Highrise 
Urban environments, respectively

Fig. 8 Total EE versus different number of UEs



Page 23 of 28Abohashish et al. J Wireless Com Network         (2023) 2023:55  

than the proposed UAV-TO for DP (UAV-TO-DP). Figures  9 and 10 are bar graphs 
show the load performance when UEs are distributed in area for four different envi-
ronments (Suburban, Urban, Dense Urban, Highrise). It can be observed that the 
proposed UAV-TO scheme serves more UEs compared to other schemes due to its 
Circular deployment scheme [44], which has limited coverage area. Additionally, 
the proposed UAV-TO-MC achieves a better loading balance by serving more UEs 
through UAV’s trajectory. Therefore, the Suburban area is chosen for the remaining 
results as it has a high EE for all schemes. Figures 11 and 12 show the EE versus flight 
duration T for different numbers of UE, with UAV having different trajectory designs 
over different flight durations. The EE of UAV-TO-MC improves as the duration 
increases since more UEs are allocated to the UAV. In contrast, UAV-TO-DP achieves 
low EE and fails to utilize the available network resources due to its explicit model of 

Fig. 9 Number of UEs served by UAV (50UEs). Circular scheme in [44], Trajectory UAV in [21], Linear scheme 
in [45]

Fig. 10 Number of UEs served by UAV (80UEs). Circular scheme in [44], Trajectory UAV in [21], Linear scheme 
in [45]
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the environment. MC is more efficient in terms of experience, while DP is less effi-
cient in terms of exploitation. As is expected, the proposed scheme UAV-TO-MC 
achieves the best performance as it optimizes the UAV trajectory for load balancing.

7.2  The total EE for different heights of UAV

In this section, the effect of UAV trajectory design on total EE for different UAV 
heights is studied. To verify the performance of the proposed UAV-TO, it is compared 
with other schemes, including Circular scheme [44], Trajectory UAV scheme [21], 
and Linear scheme [45], to maximize total EE while considering load balancing. Fig-
ure 13 shows the total EE as a function of the height of UAV, and it can be seen that 
MC achieves the maximum of EE. DP requires perfect knowledge of the environment 

Fig. 11 EE verse flight duration (80UEs). Circular scheme in [44], Trajectory UAV in [21], Linear scheme in [45]

Fig. 12 EE verse flight duration (50UEs). Circular scheme in [44], Trajectory UAV in [21], Linear scheme in [45]
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and a large amount of memory to store the problem, while MC does not require any 
prior knowledge and modeling assumptions.

7.3  The LB corresponding to the number of UEs

The LB corresponding to the number of UEs is presented in Fig. 14. It can be observed 
that both curves increase monotonously with the increase in the number of UEs. It is 
expected that with increasing UEs, the network will become overloaded to satisfy the 
requirements for both DP and MC. Obviously, the LB of DP is the biggest, and the LB 
of MC is the smallest.

Fig. 13 The total EE verse height of UAV. Circular scheme in [44], Trajectory UAV in [21], Linear scheme in [45]

Fig. 14 LB corresponding the number of UEs
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8  Conclusion
This paper proposes a UAV-TO scheme for load balancing based on RL. The proposed 
scheme utilized LB to maximize EE for multiple UEs and improve network resource 
utilization. It is considered a 3D flight trajectory of UAV to visualize the aircraft per-
formance and verify the safety and adaptability of the algorithm. Since the problem is 
modeled as nonconvex optimization, RL is utilized for UAV trajectory planning. The 
proposed scheme was applied for both MC and DP to solve the optimization problem 
under the LOS and NLOS channel models. Additionally, the network load distribu-
tion is calculated. The simulation results demonstrate the performance of the proposed 
scheme under different path losses and different flight durations. The results show 
that the proposed scheme outperforms the existing methods under various parameter 
configurations.
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