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Abstract 

Deep learning (DL)-based beam training schemes have been exploited to improve 
spectral efficiency with fast optimal beam selection for millimeter-wave (mmWave) 
massive multiple-input multiple-output (MIMO) systems. To achieve high prediction 
accuracy, these DL models rely on training with a tremendous amount of labeled 
environmental measurements, such as mmWave channel state information (CSI). How-
ever, demanding a large volume of ground truth labels for beam training is inefficient 
and infeasible due to the high labeling cost and the requirement for expertise in practi-
cal mmWave massive MIMO systems. Meanwhile, a complex environment incurs critical 
performance degradation in the continuous output of beam training. In this paper, 
we propose a novel contrastive learning framework, named self-enhanced quantized 
phase-based transformer network (SE-QPTNet), for reliable beam training with only a 
small fraction of the labeled CSI dataset. We first develop a quantized phase-based 
transformer network (QPTNet) with a hierarchical structure to explore the essential fea-
tures from frequency and spatial views and quantize the environmental components 
with a latent beam codebook to achieve robust representation. Next, we design the SE-
QPTNet including self-enhanced pre-training and supervised beam training. SE-QPTNet 
pre-trains by the contrastive information of the target user and others with the unla-
beled CSI, and then, it is utilized as the initialization to fine-tune with a reduced volume 
of labeled CSI. Finally, the experimental results show that the proposed framework 
improves beam prediction accuracy and data rates with 5% labeled data compared 
to existing solutions. Our proposed framework further enhances flexibility and breaks 
the limitation of the quantity of label information for practical beam training.

Keywords:  MmWave, Massive MIMO, Deep learning, Spatial attention, Feature 
quantization, Contrastive learning

1  Introduction
Millimeter-wave (mmWave) massive multiple-input multiple-output (MIMO) is one 
of the most critical technologies in fifth-/sixth-generation (5G/6G) wireless commu-
nication systems due to its capacity to provide comprehensive spectrum and spatial 
resources for high transmission rate demands [1–3]. Benefiting from the short wave-
length of mmWave signals, it permits a massive number of antenna elements to be 
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integrated into limited equipment size at both base station (BS) and user equipment 
(UE) sides [4]. In addition, the massive MIMO array can compensate for the severer path 
loss of mmWave signals by highly directional beamforming, leading to stronger cover-
age, larger data rates, and improved reliability [5, 6].

Generally, mmWave massive MIMO arrays adaptively transmit signals via direc-
tional beams according to the wireless environment state [7–11]. To efficiently trans-
mit beams with maximum gain, beam training is essential to identify the line-of-sight 
(LOS) or dominant channel path, yielding the optimal beam pair for the transceivers [7]. 
In practical beam training, candidate beams can be defined by a finite-size codebook 
covering the intended angle range and exhaustively retrieved to determine the optimal 
beam pair [8]. However, mmWave massive MIMO beam training is challenging due to 
the large codebook size, which results in high computational overhead. To reduce the 
training overhead, [9] proposes hierarchical multi-resolution codebook solutions, where 
a low-resolution sub-codebook detects the candidate transmitting direction, and the 
high-resolution codebook confirms the optimal beam pair. Another efficient beam train-
ing approach is interactive beam search. In [10] and [11], they detect the direction of 
the LOS/dominate path from the mmWave channel estimation and select optimal beam 
pairs.

The performance of beam training schemes, including alignment accuracy and over-
head, is highly dependent on the codebook design. The literature has shown that an 
adaptive hierarchical codebook can decide the codewords based on previous beam 
training results with multiple mainlobes covering a spatial region for one or more user 
equipments (UEs) [12]. In [13], it is provided to efficiently generate the hierarchical 
codebook by jointly exploiting sub-arrays with the partial active antenna elements. An 
adaptive and sequential alignment scheme was proposed in [14], demonstrating the rela-
tion between fast search time and the probability of error in acquired beam directions 
through extrinsic Jensen–Shannon divergence. The study proposed in [15] developed a 
fast beam-sweeping algorithm based on compressive sensing (CS) to determine the min-
imum number of measurements required.

1.1 � Related work

The conventional schemes can satisfy the user demands but can hardly inherit from the 
experience to further improve their ability. Deep learning (DL) has recently elevated the 
field of wireless systems research and beam training to new heights [16, 17]. These heu-
ristic proposals depend on the well-labeled channel state information (CSI) correspond-
ing to the aligned gain of a pre-defined codebook to construct a supervised learning (SL) 
framework. In this framework, the optimal beam can directly predict based on the large 
volume of labeled knowledge to reduce training overhead and effects of noise [18–23]. 
A beam selection scheme based on deep neural networks (DNN) was proposed in [18] 
that recognized the desired beam from the elementary relation of position and received 
signals with low alignment overhead. Meanwhile, the potential of DL in predicting the 
optimal mmWave beam and correcting blockage status based on the sub-6 GHz channel 
information has been proposed by [19] to reduce beam training overhead and achieve 
reliable communication [20]. has trained a beamforming prediction network (BPNet) 
using supervised and unsupervised learning methods to optimize power allocation and 
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predict virtual uplink beamforming (VUB) for improving computational efficiency. An 
online learning-based training strategy in [21] utilized a large volume DNN network 
to obtain the offline model parameters and fine-tune the DNN model according to the 
extra CSI measured in real time. An adaptive beam training scheme for calibration was 
proposed in [22] that estimated approximate CSI features by a convolutional neural net-
work (CNN) and determined the optimal beam by self-criticism of the long short-term 
memory (LSTM). Moreover, a non-deterministic beam training was proposed in [23] 
that developed a binary coding scheme to represent the valid CSI and reduce the effect 
of noise. Although DL-based studies can obtain impressive achievements, severe mul-
tipath interference may impair prediction accuracy when the angles of paths in the local 
cluster are closely near the dominant channel path.

CSI is informative in deciding the optimal beam by exploring the dominant path dur-
ing the training process. In [24], the authors proposed a hierarchical search by decom-
posing the multipath into several virtual components and using the hierarchical search 
to recover the dominant CSI for beam training. However, estimation performance highly 
relies on the training penalty. DL-based beamspace channel estimation was proposed in 
[25] to directly estimate the beamspace from the received signal, eliminating the need 
for a time-consuming beamforming process. A channel signature-based hybrid precod-
ing design was proposed in [26] using DNN to estimate the channel and perform hybrid 
precoding with low computational complexity. Furthermore, a dual timescale vari-
ational framework for mmWave beam training and training [27] addressed beamforming 
direction in real time by training a deep recurrent variational autoencoder, taking into 
account both the historical channel information and the current channel conditions. 
In [28] and [29], LSTM is shown to further improve the ability of beam training by the 
implicit channel signature. [28] inferred the optimal beam directions at a target BS in 
future time slots depending on the historical channel features for mobile UE. [30] indi-
cated that spatial attention beam training can improve transmission reliability, and the 
associative LSTM encoder performs explicit channel features to improve training ability.

The existing solutions exploiting the DL model for beam training share the following 
limitations. Firstly, most existing solutions perform inefficient feature extraction for fre-
quency- and spatial-domain CSI. Direct vectorization for frequency and spatial informa-
tion leads to a coarse representation. It is thus hard for DNN-based beam training to 
extract the CSI feature information effectively, resulting in low learning efficiency and 
beam prediction performance. Meanwhile, CNN-based models show strong ability on 
two-dimensional local feature extraction but suffer from a limited global view of beam-
space awareness. In addition, sequence modeling can capture the relation of features 
from frequency and spatial domains but can hardly learn over an extensive range. Sec-
ondly, environmental measurements can affect the continuous output of the dense net-
work. The continuous representation of CSI is sensitive to noise and channel variation, 
resulting in an incorrect beam prediction. Finally, the existing SL approaches require all 
CSI data to be labeled. However, labeling the large volume of CSI is unrealistic due to the 
high labeling cost and expertise requirement in practical mmWave massive MIMO sys-
tems. Although CSI is easily obtainable, handling the rapidly changing CSI when labe-
ling the actual optimal beam is impractical. Therefore, the deficiency of labeled CSI can 
constrain the performance of existing DL-based beam training schemes.
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1.2 � Motivation

Typically, the CSI of massive MIMO contains the frequency dynamic response that 
exhibits spatial fluctuations in interconnected power grids. Because we concentrate on 
self-enhanced pre-training and SL with limited labeled data, it is critical to align the rela-
tion of preponderant paths corresponding with different subcarriers for well-explored 
beneficial features. Since the training signals are resulted from the transmitted signals 
and the propagation environment, tracking the UE movement and capturing the local 
feature couples have achieved delightful results [22, 30]. However, these methods are 
incapable of fetching a global view of spatial and frequency features. Consequently, we 
absorb the benefits of existing works to develop a hierarchical DL architecture with two 
levels, where the first level tracks the spatial varying on different subcarriers and serves 
the second level to explore the global view for efficient beam training.

Moreover, the complexity and diversity of the wireless environment are challenging 
issues for DL-based beam training. Continuous feature extraction results in uncontrolla-
ble representation, sensitive to random disturbance terms. Existing work address phase 
quantization mainly in three ways, by designing with real-valued phase shifts and then 
applying quantization [31], by constructing an analog beamforming codebook [32], and 
by nonlinear mapping into binary phase quantization [33]. They lack flexibility, robust-
ness to noise, and channel variations. To address this problem, we develop a configurable 
codebook to quantize the continuous spatial feature satisfying the equal AoD distribu-
tion in categorical beams. Specifically, discrete codewords can get rid of the effects of 
noise and channel variations and reflect the dominant factor of the CSI. Thus, we can 
obtain controllable quantized results from the codebook to improve the robustness of 
hierarchical DL architecture.

DL has been suggested as a promising approach to address the nonlinear relation-
ship of CSI and optimal beam prediction. As indicated in [21, 30], DL-integrated beam 
prediction is typically performed under an SL framework with perfect CSI annota-
tion. However, it is challenging to acquire the exhaustive annotation of massive CSI for 
DL-based beam training in realistic massive MIMO mmWave systems, which leads to 
high labeling costs and expertise requirements. [34] proposes an unsupervised method 
that performs the CSI reconstruction, and accomplishes the online SL beam training 
with a large dataset of labeled CSI. It is inefficient for limited labeled CSI because of 
the uniqueness of the wireless environment, lacking extendability. We shed light on a 
novel contrastive learning framework with limited labeled CSI to mitigate the expertise 
requirements. Specially, we leverage the uniqueness of CSI of different UE locations to 
pre-train by identifying the contrastive information between the target UE and others.

1.3 � Contributions

This paper proposes a novel contrastive learning framework, named self-enhanced 
quantized phase-based transformer network (SE-QPTNet), in mmWave massive 
MIMO systems to enable reliable beam training with CSI measurements underly-
ing limited labels. We first design a hierarchical DL architecture, named quantized 
phase-based transformer network (QPTNet), which sequentially extracts frequency 
and spatial-domain features to enable effective representation. In order to perform 
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a reliable spatial representation, we also develop a latent beam codebook to align the 
similar phase features of the frequency domain for exploring the environmental com-
ponents. Then, we propose the contrastive learning framework SE-QPTNet extended 
from the QPTNet architecture. The SE-QPTNet framework is concerned with detect-
ing the relationship between the global beam signature and the distinctive CSI corre-
sponding to user locations using contrastive environmental prediction. By leveraging 
the contrastive information of the unlabeled CSI, SE-QPTNet is pre-trained as the 
initialization for fine-tuning with a limited amount of labels to provide more accurate 
performance. The main contributions of this paper can be summarized as follows:

•	 We propose QPTNet, a hierarchical DL architecture with two levels, to enable 
effective representation of CSI in frequency and spatial domains. The first level 
performs gate recurrent unit (GRU) to model and extract the dependencies among 
clusters information in the frequency domain. The second level utilizes the spatial 
attention mechanism to extract a global beam signature based on the results of 
quantization.

•	 We design a codebook-based phase quantization to explore the complicated 
environmental components for reliable spatial representation. This quantization 
method can match and aggregate similar phase features with a codeword, improv-
ing the feature robustness from the effect of noise in the CSI. It converts the prior 
knowledge of continuous spatial features extracted from the frequency domain 
into the posterior knowledge of categorical beams.

•	 We develop a contrastive learning framework SE-QPTNet benefiting from the hier-
archical QPTNet and codebook-based phase quantization. This enhanced model fur-
ther improves beam training accuracy with limited labeled CSI. To the best of our 
knowledge, this is the first study that introduces contrastive learning in beam train-
ing applications. SE-QPTNet performs two benefits based on contrastive environ-
mental prediction. Firstly, it can pre-train without any label information by detect-
ing the relationship between the global beam feature and positive/negative samples. 
Secondly, the similarity of a positive sample and beam signature can effectively cap-
ture the spatial dynamic changes under long inter-frequency spans. SE-QPTNet pre-
serves the benefits of QPTNet and reduces the labeling cost.

The rest of the paper is organized as follows: Sect. 2 introduces the mmWave massive 
MIMO system model and the problem formulation. Section 3 explains the principle of 
spatial attention-associated beam prediction. Section 4 develops the hierarchical feature 
extraction scheme QPTNet and discusses the details of the codebook-based phase quan-
tization and the proposed QPTNet. Section 5 proposes the contrastive learning frame-
work SE-QPTNet and the procedure of self-enhanced pre-training. We then present the 
simulation results in Sect. 6, followed by a conclusion of this study in Sect. 7.

Notations: A is a matrix; a is a vector; a is a scalar; (·)T  and (·)H denote transpose 
and conjugate transpose, respectively, while | · | denotes the magnitude operator. 
R(·) and I(·) denote the real and imaginary parts of a complex number, respectively. 
CN (0,�) represents the zero-mean complex Gaussian distribution with covariance 
matrix � , respectively; σ(·) denotes the activate function of neural network.
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2 � Methods/experimental
The purpose of this study was to tackle the annotation costs and the spectral effi-
ciency problem of mmWave massive MIMO systems by a novel contrastive learning 
framework SE-QPTNet. We consider a system containing a BS equipped with mas-
sive MIMO communicating the UE in a complex environment with limited label 
information. Taking advantage of contrastive structure, the proposed framework SE-
QPTNet pre-trains with unlabeled data and transforms the model to a hierarchical 
QPTNet with spatial attention-based feature extraction. The proposed SE-QPTNet 
can improve the learning efficiency, preserve the stability of feature extraction, reduce 
the requirements of expertise, and train with limited annotations. To analyze the per-
formance of the framework experimentally, we generate the dataset by DeepMIMO 
and evaluate the proposal and competitive methods by performances of training loss, 
success rate, and achievable rate.

3 � System model and problem formulation
It is worth emphasizing that our proposal can be extended to various communica-
tion scenarios. First, the proposed contrastive learning framework can be developed 
for the multi-user hybrid beamforming design since the beam direction is unique for 
each user separately to achieve fewer effects of multi-user interference, and the labe-
ling cost is also intractable. Then, the proposed contrastive learning framework can 
be applied in the harsh wireless environment, e.g., the reconfigurable intelligent sur-
face (RIS) scenario, where the beam direction of each user is aligned with the domi-
nant AoD of RIS, while others are treated as negative.

The overview of proposed beam training schemes is illustrated in Fig.  1. And the 
proposed DL-integrated beam prediction is typically performed at the BS side to 
ensure fast prediction responses with high computational resources. For analytical 
simplicity, we consider downlink transmission of an mmWave massive MIMO BS and 
a single antenna UE. For a two-dimensional (2D) mmWave channel where only azi-
muth angles are considered at both BS and UE, the Saleh–Valenzuela channel model 
is typically adopted, which can be formulated as

where L, βl , θl , and φl denote the number of channel paths, channel gain, angle-of-arrival 
(AoA), and angle-of-departure (AoD) of the lth channel path, respectively.

Since the first channel path, corresponding to the LOS path, is typically significant, 
recognizing the LOS path can be beneficial for improving the coverage of mmWave 
signals [30]. Although the number of resolvable channel paths is much smaller than 
the number of BS antennas, i.e., L ≪ Nt , it is still challenging to efficiently distinguish 
the LOS path because of the limited scattering of mmWave channels and the non-
line-of-sight (NLOS) [35] [36]. The AoA and AoD of the l th path can be defined as 
φl = 2dt sin�l/� and θl = 2dr sin�l/� , where �l and �l are the set of LOS and NLOS 
paths, respectively; � denotes the wavelength; dt = dr = �/2 are the antenna spacing 

(1)H =
NtNr

L

L

l=1

βlar(Nr , θl)a
H
t (Nt ,φl),
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at the BS and UE. In particular, both �l and �l satisfy uniform distribution within 
[−π

2 ,
π
2 ] . The transmit and receive array steering vectors can be expressed as
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Fig. 1  Overview of the proposed beam training schemes in mmWave massive MIMO system
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With the mmWave channel matrix H given in (1), the received signal can be described as

where P, ω ∈ C
Nr×1 , f ∈ C

Nt×1 denote the transmit power, combiner, and beam-
former, respectively. x is the transmitted data with unit power, i.e., |x| = 1 , while 
n ∼ CN (0, σ 2INr ) denotes the additional white Gaussian noise (AWGN) vector with 
power σ 2 . Typically, the beamformer and combiner do not increase or decrease the 
power gain, i.e., �ω�2 = �f �2 = 1 . The achievable rate can be described by

To get the maximum achievable rate for the given H , we conventionally perform the 
beam training to construct the optimal beam pair by optimizing f  and ω before data 
transmission (as shown in Fig. 1). This optimization issue can be implemented by the 
pre-defined codebooks F  and W as the following equation:

Practically, it is impossible to directly reveal the ideal pair of f op and ωop since it is hard 
to tackle with the three independent matrices in (4).

A straightforward and ergodic solution of (6) is to enumerate all possible candidate 
codewords of f  and ω to determine the optimal solution with the largest achievable rate 
through the beam-sweeping and the overview is shown in Fig.  1. Conventionally, the 
beamformer f  can be generated by a pre-defined codebook F � {f n, n = 1, 2, . . . ,Nt} 
that includes Nt codewords corresponding to different AoDs with the inher-
ent transmitting spatial resolution. Identically, the combiner can be generated by 
W � {ωm,m = 1, 2, . . . ,Nr} including Nr codewords with the inherent receiving spatial 
resolution with different AoAs. For each beam training test, the BS selects a codeword 
from F  as the beamformer aligns with the combiner from W at the UE side. Generally, 
the discrete Fourier transform (DFT) codebook is a feasible option to decide the candi-
date beamformer f n and combiner ωm:

(2)at(φl) =
1

√
Nt

[1, ejπφl , · · · , ej(Nt−1)πφl ]T,

(3)ar(θl) =
1

√
Nr

[1, ejπθl , · · · , ej(Nr−1)πθl ]T.

(4)y =
√
PωHHf x + ωHn,

(5)R = log2

(

1+
P|ωHHf |2

σ 2

)

.

(6)
{f op,ωop} = arg max

f ∈ F
ω ∈ W

|ωHHf |2.

(7)f n =
1

√
Nt

[1, ejπ sin ξt,n , · · · , ejπ(Nt−1) sin ξt,n ]T,

(8)ωm =
1

√
Nr

[1, ejπ sin ξr,m , · · · , ejπ(Nr−1) sin ξr,m ]T,
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where the ξt,n and ξr,m are the beam directions of the n th possible beam at BS and m th 
possible received beams at the UE side. To span the whole angular domain in both BS 
and UE, ξt,n and ξr,m can be uniformly sampled in (−�t ,�t) and (−�r ,�r) , i.e.,

To find the optimal solution of (6), the searching range is K � NtNr , while the candidate 
beam pair can be denoted as

To evaluate the performance of beam training, the success rate is regarded as an impor-
tant criterion in [13]. The index of solutions corresponding to the largest achievable rate 
can be treated as successful; otherwise, we consider the solutions are fail in the beam 
training. Hence, the success rate γ can be defined as the ratio of the number of successful 
trails NSuc over the total number of trails NTot as the following equation

This paper proposes a novel contrastive learning-based SE-QPTNet for reliable beam 
training with low labeling cost and expertise requirements. Generally, the prediction of 
the optimal mmWave transmitting beam is operated at the BS side, and the same method 
can be easily extended to predict the optimal receiving beam. Considering severe mul-
tipath interference and inconsistent dominant beam prediction, we propose to adopt the 
phase quantization of periodically estimated CSI to reflect the relation of cluster AoDs/
AoAs of UE and predict the optimal mmWave beam when mmWave beam training is 
required. Since the mmWave channels are considered to have identical LOS AoD/AoA 
and NLOS cluster AoDs/AoAs. For AoDs, we can rewrite the received signal (4) at the 
UE side as

where the neq denotes the equivalent noise. By substituting into (1) and (13), it yields

We can quantify the correlation between the mmWave beam in (7) and the array steer-
ing vector in (2) as

(9)ξt,n =
(

−1+
2n− 1

Nt

)

�t ,

(10)ξr,m =
(

−1+
2m− 1

Nr

)

�r .

(11)
B = {bk |k = 1, 2, . . . ,K }, bk = {f n,ωm},
n = 1, 2, . . . ,Nt ,m = 1, 2, . . . ,Nr .

(12)γ =
NSuc

NTot
.

(13)
y =

√
P(HLOS +HNLOS)f nx + n

=
√
PHLOSf nx +

√
PHNLOSf nx + n,

︸ ︷︷ ︸
neq

(14)y =
√

NtNrP

L

L∑

l=1

βLOS a
H
t (Nt ,φLOS)f n

︸ ︷︷ ︸

correlation

x + neq .
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where ψn = sin ξt,n − sin φLOS . The quantization qn(Nt ,φLOS) illustrates the relation 
between angles of direction ξt,n and φLOS , which is regarded as a quantization error [12]. 
However, the multipath interference and approximation of φLOS may lead to inaccurate 
predicted results.

Since the number of candidate beams is finite, mmWave beam training is a multi-
class classification task based on the beam codebook F  . Mathematically, the predic-
tion is represented by the probability results of the training function Q(·) as

where Pn is the predicted probability, and the optimal beam corresponding index n∗ is 
the maximum probability from the output given the parameters W .

In this paper, we propose a novel spatial attention and quantization-based con-
trastive learning framework to achieve high learning efficiency with lower labeled 
data requirements and greater robustness. The proposed SE-QPTNet framework 
includes two stages:

Training stage We divide the training stage into two phases: self-enhanced pre-
training and supervised training. Self-enhanced pre-training is an unsupervised 
procedure, where we only utilize the CSI as the training samples to acquire the 
knowledge of environment variations based on the contrastive learning framework. 
This solution concentrates on modeling the belonging relation between the CSI fea-
tures and its global beam signature to enhance the uniqueness of the feature of the 
current user. In supervised training, limited training samples are collected from the 
CSI and the transmitting beam information. The optimal mmWave transmitting 
beam index decided by the beam-sweeping is used as the classification label and uti-
lizes corresponding CSI as input. Different from the existing works, we fine-tune the 
model based on the initialization given knowledge of environmental variations from 
the pre-training stage.

Predicting stage: When mmWave beam training is required, the BS can predict the 
optimal beam with received signals depending on the well-trained model. According 
to our proposal, the labeling cost and requirement of expertise are flexible and beam 
prediction can achieve reliability under environmental variation.

For clarity, we first describe the spatial attention-associated beam prediction of the 
proposed hierarchical QPTNet. Then, we illustrate the details of codebook-based 
phased quantization for the spatial features and procedure of QPTNet, including the 
first level for UE tracking corresponding to the different locations, quantization, and 
the beam prediction decided by spatial attention. We finally introduce the proposed 
contrastive learning framework SE-QPTNet and summarize the procedure of self-
enhanced pre-training.

(15)

qn(Nt ,φLOS) = aHt (Nt ,φLOS)f n(ξt,n)

=
1

Nt

sin πNtψn
2

sin πψn
2

ejπ
Nt−1
2 ψn ,

(16)n∗ = arg max
n∈{1,2,...,Nt }

Pn(ct |Q(H);W ),
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4 � Spatial attention‑associated beam prediction
This section presents the efficient spatial attention-associated beam prediction, depicted 
in Fig. 2. Efficient perception of the environment from the observed CSI can significantly 
improve beam prediction accuracy. Benefiting from the attention mechanism, we can 
infer the optimal beam response from implicit directions by its attention scoring [37]. 
Moreover, the attention mechanism is also good at simultaneously capturing features 
from entire implicit directions for a comprehensive beam signature.

Beam gain generation module: Since the initial spatial-frequency channel measure-
ment H is complex-valued, we firstly convert normalized H into real-valued H̃ and nor-
malize with the maximum amplitude of its elements:

Then real-valued H̃ concatenates the real and imaginary components in the spatial 
domain to simultaneously generate the beam gain. Finally, the input modified channel 
can be denoted as H̃ ∈ R

Nf ×2Nt.
To generate the transmitting beam gain in each antenna direction, we exploit the lin-

ear projection of H̃ to antenna space Nt through an embedding layer. To preserve the 
relative distance among the antennas, the distinctive beam gain embedding parameters 
employ with the linear projection results. The transmitting beam gains of H̃ can be 
defined as

where embedding(·) is a linear projection layer with 2Nt × Nt transmit antenna dimen-
sion, and the size of Bg ∈ R

Nf ×Nt.
Beam direction tagging module: To symbolize the inherent direction for the beam-

forming gains, we consider a beam direction tagging Bt for each transmitting beam 
gain in (18), which is generated through the linear projection Bt ∈ R

Nf ×Nt with 

(17)H̃ =
[

R

(
H

�max(H)�

)

I

(
H

�max(H)�

)]

.

(18)Bg = embedding(H̃),

Channel

signatures

Beam gains

Beam

directions
Scoring 

evaluation

Attention scores

Spatial attention associated beam prediction

Probability of   

optimal beam 

Normalized

...
...

Fig. 2  Overview of spatial attention-associated beam prediction. The candidate beam responses can be 
performed by calculating the attention score with the beam gains and directions representation based 
on the channel signatures. And the predicted beam is decided by a scoring evaluation choosing the high 
pairing probability of beam gains and direction
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each transmitter antenna index. By combing (18), the inputs of transformer encoder 
X = Bg + Bt . Stacked attention module: The transformer encoder enables the spa-
tial-frequency feature to deeply learn essential representation by applying the stacked 
attention module. Particularly, the attention mechanism [37] may capture the relevant 
relation between the specific LOS/dominate path direction while diminishing the effects 
of NLOS/subordinate by traversing all transmission antennas with the beam direction 
query matrix Q , beam gains key matrix K  , and corresponding scoring value matrix V  . 
The stacked attention module devotes more focus to mutually important alignment 
degrees from the coherence of candidate beam gains and the beam directions of the 
local antenna, learning which specific AoD information is more competitive than others, 
depending on the limited number of scatters of LOS and NLOS paths. Then, the query 
matrix Q , key matrix K  , and value matrix V  are generated by the wide fully connected 
(FC) layers with input signal X as

where the W qi ,W ki ,W vi are the linear projection layers in i th attention module. Atten-
tion operation can be introduced as a scaled coherence function in Fig. 2, which maps a 
beam direction query and a bunch of candidate beam gains pairs as a dependency rela-
tion. Specifically, we compute the dot-product of beam direction query matrix Q with all 
key beam gains matrix K  and apply a softmax(·) activation to obtain the pairing prob-
abilities on the scoring value matrix V  , so that beam gains can be precisely aligned with 
LOS direction. Then, the output can be computed by

The candidate pairs context of the beam gains and direction can be extracted by the for-
ward stacked attention process and decided with the relevant score, which comes from 
the softmax probability result. Moreover, the superior collaboration of beam gains and 
direction can effectively improve the beam training performance.

Output module: Different from the dense FC layer based-prediction scheme, the 
global average pooling (GAP) in [38], is introduced to implement the average of each 
token from stacked attention operations to the candidate beams which can be written as

where cd ∈ R
Nt×1, d = 1, 2, · · · ,D is the output from the stacked attention module, and 

the size of beam signature vector ct ∈ R
Nt×1 . One advantage of GAP over the FC layer is 

that it summarizes the aligned information between beam gains and transmitting direc-
tion with the weighted average results; thus, it is more robust to spatial translations of 
the fusion local features of gains and direction. In addition, there are no extra param-
eters to optimize in the GAP layer, and overfitting can be avoided. The resulting vector 

(19)
Q = W qiX ,

K = W kiX ,

V = W viX ,

(20)Attention(Q,K ,V ) = softmax

(

QKT

√
Nt

)

V .

(21)ct =
1

D

D∑

d=1

cd ,
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ct is directly fed into the softmax(·) layer, and the optimal beam can be chosen with the 
maximum probability of the global beam signature ct

where p is the predicted probability and pn is the element of p . To train our model, the 
cross-entropy loss is applied as the evaluation metric for the classification problem. The 
cross-entropy loss can be expressed as

where yc is the actual optimal mmWave beam described by one-hot encoding as the clas-
sification label. If label c is identical to the optimal beam, yc = 1 ; otherwise, yc = 0.

5 � QPTNet‑associated beam training
This section presents the hierarchical QPTNet for efficiently processing the CSI. QPT-
Net has two hierarchical levels and a codebook-based phase quantization procedure. 
The first level is an autoregressive encoder based on GRU, and the second level is a spa-
tial attention encoder based on the transformer. The output of the GRU encoder can 
be quantized with a generated beam codebook. Finally, the spatial attention encoder 
extracts a global beam signature. The overview of QPTNet is illustrated in Fig. 3.

5.1 � Codebook‑based phase quantization

To analyze the components of the propagation environment, we attempt to capture the 
implicated relation of cluster AoDs by the discrete phase-based quantization method. We 
define a latent beam codebook G including NCB codewords g i ∈ C

Nt×1, i = 1, 2, · · · ,NCB 
(i.e., NCB-way categorical beams). The latent beamspace is initialized with randomly 
sampled angular φ̄i ∈ [−π

2 ,
π
2 ] , and the normalized spatial frequency ui is defined as

where ui ∈ [−1/2, 1/2] for �/2 element spacing. Intuitively, the beam vector can be gen-
erated by the DFT of u at points separated by 1/NCB . Note that NCB ≥ Nt and there are 
NCB categorical beam vectors g i . Thus, the latent beamspace can be described as

Since we only consider the spatial power spectrum, the elements of (25) are adjustable 
with the network training.

As shown in Fig.  3(a) and (b), the GRU encoder yields a continuous spatial feature 
matrix Z with column vectors zl ∈ C

Nt×1, l = 1, 2, · · · ,Nf  . Next, we quantize the con-
tinuous feature zl into categorical beam g i∗based on the Euclidean distance dl,i . The cat-
egorical beam index is expressed as

(22)
p = softmax(ct),

n∗ = arg max
n∈{1,2,...,Nt }

pn,

(23)Lcls = −
Nt∑

n=1

yc log(pn),

(24)ui =
d sin φ̄i

�
,

(25)g i =
1

√
Nt

[1, e−j2πui , · · · , e−j2π(NCB−1)ui ]T.
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The minimal dl,i∗ ensures that the continuous spatial features corresponding to the cat-
egorical beams are within a neighboring zone of latent beamspace. Meanwhile, distance 
calculation can efficiently reflect the relation of cluster AoDs to represent the compo-
nents of the environment. The quantization approach can also, respectively, perform the 
clustering by mapping to the nearest codeword. The posterior categorical beam distribu-
tion p(ẑl = g i|H̃ , φ̄i) is formulated as

(26)
i∗ = arg min

i

�zl − g i�2
︸ ︷︷ ︸

dl,i

.

(27)p(ẑl = g i|H̃ , φ̄i) =
{
1, if i = i∗,
0, else.

Fig. 3  Overview of the proposed QPTNet. CSI is separately processed along the frequency subcarriers 
to capture the continuous spatial feature z l via the GRU encoder. A latent beam codebook handles the 
perception of environmental variations by exploring the relation between the categorical beam g∗

i
 and the 

continuous spatial feature. Moreover, we reconstruct the channel data based on the selected latent beams 
via a GRU decoder to update the codebook and hold the consistency of channel and beamspace. The 
selected latent beams are fed into a spatial attention-associated beam prediction. ct indicates the global 
beam signature
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During the forward pass, we define Ẑ = [ẑ1, ẑ2, · · · , ẑNf
] to present discrete angular 

beam responses. ẑl = g i∗ are then selected corresponding to the approximate AoDs φ̄i . 
Different from the setup in Section 3, we acquire the optimal beam prediction based on 
the attention scoring results of Ẑ to enhance the ability of environmental representation.

5.2 � Hierarchical learning procedure

The proposed QPTNet contains two hierarchical levels for extracting the features from 
frequency and spatial domains. For the first level, we apply a GRU encoder to extract the 
relations between two domains and the spatial feature Z . We employ the GRU module as 
the instant feature extractor due to its high training efficiency and similarity to the LSTM 
network in temporal sequence learning. GRU encoder proposes to synchronize the CSI 
estimation based on the gate mechanism to control the spatial feature in different subcarri-
ers. In processing H̃ at each subcarrier index, the GRU encoder takes in the channel delay 
response at the current subcarrier as well as the shared hidden state and output from the 
previous subcarrier step (zl−1,�) and updates its hidden state � at the current subcarrier 
index, resulting into a new zl . The process can be described by

where P(·) represents the conditional probability distribution over the subcarriers. Once 
the continuous spatial feature zl is extracted, we quantize it by a latent beam codebook 
to perceive the environmental component. According to (26) and (27), we perform a 
nearest neighbor search to decide the posterior latent beam vector related to the dis-
crete angular index φ̄i∗.

The input to the decoder corresponds to the selected latent beam matrix Ẑ . We recon-
struct the channel matrix based on Ẑ to guarantee the consistency between the latent 
beamspace and channel space. The reconstruction loss is formulated as

Fenc/Fdec are GRU encoder/decoder mapping and the reconstructed channel 
Ĥ = Fdec(Ẑ) , respectively. The forward computation pipeline can be regarded as the 
regular autoencoder with a specific nonlinearity that corresponds to the 1-of-NCB latent 
beam vectors. The optimization of QPTNet follows the back-propagating in [39]. To 
make sure the encoder commits to a latent beamspace and its output does not grow, we 
add a commitment loss. Thus, the total training loss becomes

where sg[·] means the stop gradient operator defined as an identity at forward computa-
tion time and has zero partial derivatives, G = [g1, g1, · · · , gNCB

] , and β is a hyperpa-
rameter. The first term is the beam prediction loss in (23) and the optimization does not 
change the latent beam codebook because of the nonlinearity of quantization. The sec-
ond term is the CSI reconstruction loss to update the latent beam codebook. The third 
term utilizes the l2 norm loss to move the latent beam codebook vectors close to the 

(28)zl = P(H̃ fl | H̃ fl−1
, · · · , H̃ f2 , H̃ f1 ,�),

(29)Lrecon = E{
1

N

N∑

n=1

�Fenc(H̃)− Fdec(Ẑ)�22/�Fdec(Ẑ)�22}.

(30)Ltotal = Lcls + Lrecon + �sg[Fenc(H̃)] − G�22 + β�Fenc(H̃)− sg[G]�22,
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encoder output Fenc(H̃) , and the fourth term ensures that the encoder outputs toward 
the codeword.

6 � SE‑QPTNet‑associated beam training
This section proposes SE-QPTNet to provide an unsupervised pre-training strategy 
for improving the performance of QPTNet given the small training dataset. In SE-
QPTNet, we construct positive and negative samples based on the anchor operation. 
Then, the pre-training process can be completed by detecting the relationship among 
a positive sample of target UE, negative samples of others, and global beam signature 
with the contrastive environmental prediction. Therefore, SE-QPTNet can constantly 
perceive the environment component under a contrastive learning framework to fur-
ther improve the performance of beam training. Figure 4 describes the procedure of 
self-enhanced pre-training in SE-QPTNet.

To pre-train the proposed SE-QPTNet under the contrastive learning framework, 
we present an anchor operation to acquire the positive and negative samples. Spe-
cifically, we obtain forward latent beam features by splitting the outputs of quantiza-
tion with the anchor t and explore the global beam signature ct based on attention 
scoring evaluation. Meanwhile, the reconstructed channel data streams recovered by 
the GRU decoder divide as contrastive samples with length k, in which the positive 
sample is determined by the CSI of the target UE location while negative samples are 
determined by the others. SE-QPNet enhances the similarity between the target UE 
and the prediction of ct while making the other UE responses dissimilar by the con-
trastive environmental prediction. Benefiting from this distinction, we can facilitate 

Fig. 4  Overview of the proposed SE-QPTNet. Proposed SE-QPTNet compensates for the effects of 
propagation delay by separately dealing with the sub-antenna arrays. Practically, the intermediate beam 
codes ẑ are divided into ẑ≤t as small scale parts and ẑ>t as large-scale parts by an anchor t. We feed ẑ≤t to 
the spatial attention-associated beam prediction for identifying the beam signature vector ct . Contrastive 
environmental prediction measures the similarity between the ct and the reconstructed Ĥrecon , and makes 
the negative samples Ĥneg dissimilar to its beam signature
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latent angular learning within the latent beams corresponding to the dominant path, 
discard the noises, and enhance the representation of the environmental component.

Considering the mmWave massive MIMO system, the amplitudes and phases of the 
received signals suffer from spatial differences due to a significant fraction of propaga-
tion delay [40]. To achieve robustness, the proposed SE-QPTNet compensates for the 
effects of propagation delay by separately dealing with the selected latent beams. We 
denote the global view Ẑ output from the quantization for notational convenience. We 
select an anchor t and define Ẑ≤t as the forward component. Taking inspiration from 
recent advancements [41], we introduce a token ẑ0 at the beginning of Ẑ≤t and feed them 
to the spatial attention-associated beam prediction to identify the beam signature vector 
ct . We then predict the k reconstructed channels by a linear mapping H̄ t+k = W t+kct , 
where W t+k denotes the weight of the linear mapping T  . If the large-scale dense chan-
nel signatures can be successfully predicted, it indicates that the beam signature vector 
ct contains a global and robust view of the propagation environment. By combining the 
positive and negative samples, the loss function of contrastive environmental prediction 
is

where H̄neg,l denotes negative samples taken from other channel data, and the positive 
sample is Ĥ t+k . Considering the latent beam codebook updating, the total pre-training 
loss is expressed as

The pre-training process is illustrated in Algorithm 1.

(31)LN = −
∑

k

exp
(

Ĥ
T

t+kH̄ t+k

)

exp
(

Ĥ
T

t+kH̄ t+k

)

+
∑

l exp
(

Ĥ
T

t+kH̄neg,l

) ,

(32)Lpre = LN + �sg[Fenc(H̃)] − G�22 + β�Fenc(H̃)] − sg[G]�22.
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Once the pre-training process is completed, we transfer the parameters of the GRU 
encoder/decoder and spatial attention to the QPTNet for supervised beam training. 
According to (23) and (32), the total beam training loss of the proposed SE-QPTNet can 
be described as

Benefiting from the pre-trained model, the network can achieve high performance with 
a small training dataset. It allows mitigation of preprocessing tasks for labeling the actual 
optimal beam knowledge, reduces training overhead, and reaches stronger adaptability 
to environmental variation.

7 � Results and discussion
7.1 � Simulation set up

We evaluate the training and predicting performances of the proposed QPTNet and 
SE-QPTNet on three tasks: training performance, success rate, and achievable rate. We 
consider publicly available evaluation scenarios from the DeepMIMO dataset [42] for 
data generation. The scenario is constructed using the 3D ray-tracing software Wireless 
InSite [43], which captures the channel dependence on frequency and spatial domains. 
The mmWave signal is available at 28 GHz in an outdoor scenario, and we consider a sin-
gle BS with ULA massive MIMO located at BS 3 of the scenario. We collect the mmWave 
channel data by the DeepMIMO generator and describe the details in Table 1. The main 
parameters of the proposed framework are represented in Table 2.

7.2 � Training performance

We first compare the training performance of QPTNet and SE-QPTNet with different 
sizes of latent beam codebook options, and then, we evaluate the proposed schemes 
against existing related works in [16, 29].

Figure  5 presents the training performance of different latent beam codebook 
options between QPTNet and SE-QPTNet. The results indicate that the latent beam 
codebook with 256 spatial resolution results in the smallest training loss values for 

(33)Ltot = Lcls + Lpre.

Table 1  DeepMIMO dataset parameters

Parameters Values

Scenario Outdoor

mmWave (GHz) 28

Active BS BS 3

Active UE range Row 900 - 1300

Active UE position 100K

Number of BS antennas 64

Antenna spacing 0.5 �

Bandwidth (GHz) 0.5

Number of OFDM subcarriers 512

OFDM sampling factor 1

OFDM limit 32

Number of LOS paths 1

Number of NLOS paths 5
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both QPTNet and SE-QPTNet. Additionally, SE-QPTNet outperforms QPTNet with 
arbitrary latent beam codebook options, achieving a much lower training loss curve. 
These results highlight the importance of higher spatial resolution options in precisely 
quantifying the continuous channel features into categorical beams to achieve better 
beam training performance and faster convergence. It also shows that the contrastive 
learning framework based SE-QPTNet can improve the learning efficiency by consist-
ently interacting with the propagation environment and accounting for the mmWave 
channel fluctuation in the re-identification of QPTNet. Therefore, the higher spatial 
resolution option and the contrastive environmental prediction can enhance training 
performance and learning efficiency. Consequently, we set the latent beam codebook 
option NCB = 256 for the following results.

Table 2  Training hyperparameters

Parameters Values

Dim of embedded Bg 128

Dim of Bt 128

Multi-heads 6

Number of attention modules 2

Dim of MLP 256

Length of beam codeword 64

Option of latent beam codebook NCB 64, 128, 256

Batch size N 128

Number of positive sample 1

Number of negative samples 127

Anchor t 16

Upper bound of k 8

Optimizer Adam

Learning rate 10
−3

Number of epochs 100

Dropout percentage 20%

Dataset size ( 100%) 10× 10
4

Dataset split 70%; 30%

Fig. 5  Training performance of QPTNet and SE-QPTNet
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Figure  6 illustrates the training comparisons among the proposed SE-QPTNet, 
QPTNet, spatial attention-associated beam prediction, and DNN [21] and LSTM 
attention [30]. The training loss performance indicates that the SE-QPTNet achieves 
the fastest convergence with the loss value of 0.12, outperforming LSTM attention 
(0.15), DNN (1.8), spatial attention (0.31), and QPTNet (0.4). It is observed that the 
learning efficiency of SE-QPTNet is the best among the comparisons, benefiting from 
its competitive initial loss value (0.78) and smooth convergence. Looking closely at 
QPTNet and spatial attention, the latent beams can quantify the components of the 
propagation environment and significantly improve the accuracy of beam prediction, 
leading to faster convergence. However, the latent beam codebook updated by the 
mmWave channel reconstruction restricts the learning efficiency of QPTNet, because 
of the effects of noise and channel variations.

7.3 � Success rate performance

To evaluate the robustness and low training overhead, we evaluate the performance of 
beam prediction in terms of the success rate under the different SNRs ranging from 0 
to 20 dB and with various sizes of training datasets.

Fig. 6  Training performance of QPTNet, SE-QPTNet, spatial attention-associated beam prediction, and DNN 
[21] and LSTM attention [30]

Fig. 7  Average success rate performance of SE-QPTNet, QPTNet, QP-DNN, and LSTM attention [30] with 
different prior label information



Page 21 of 28Jia et al. J Wireless Com Network  (2023) 2023:69	

Figure 7 shows the average success rate of proposed SE-QPTNet, QPTNet, and related 
works with different training data sizes. It is visible that the proposed SE-QPTNet 
can achieve a success rate of around 0.69 only with 1% training data and rise to 0.91 
given 30% training data. To illustrate the advantage of the proposed phase quantiza-
tion scheme, we apply the DNN instead of spatial attention-associated beam prediction, 
named QP-DNN. It demonstrates that the unsupervised pre-training strategy can per-
ceive informative environmental components to distinguish the implicit representations 
of AoDs so that SE-QPTNet can promote learning ability with a small training dataset. 
Moreover, the proposed contrastive learning framework can enhance the global beam 
signature with multipath interference to improve reliability. Compared with the LSTM 
attention, the proposed SE-QPTNet obtains almost the same performance with only 5% 
data, which improves learning efficiency by six times. The result shows the potential to 
utilize less training time and mitigation of labeling the actual optimal beam knowledge 
to perform a flexible beam training process.

To further investigate the robustness and lower training overhead, we evaluate the 
average success rate using 50% of the training dataset with the proposed SE-QPTNet. 
The results are presented in Fig.  8. It shows the success rate performance of the pro-
posed SE-QPTNet (50% training data), QPTNet, spatial attention-associated beam pre-
diction, DNN, and LSTM attention. Our proposed SE-QPTNet achieves a success rate 
of 0.58, demonstrating its robustness at 0 dB SNR compared to LSTM attention, DNN, 
and spatial attention, as well as the proposed QPTNet, with achievable rates of 0.42, 
0.43, 0.26, and 0.39, respectively. The proposed SE-QPTNet exhibited robustness against 
the effect of noise with low SNR levels in the comparison due to its contrastive learning 
framework. Closely looking at QPTNet, LSTM attention, and spatial attention; the per-
formance of QPTNet is sensitive at the low SNR level because the latent beam codebook 
updates with the reconstruction of the mmWave channel. It makes QPTNet incorrectly 
quantize the spatial feature resulting in fuzzy environmental components.

Fig.  9 illustrates the effectiveness of the proposed codebook-based phase quanti-
zation. We compare the success rate performance of different latent beam codebook 
options and sigmoid-based quantization [33]. The baseline is the proposed SE-QPT-
Net without quantization. It is visible that the proposed SE-QPTNet can obtain a 
higher success rate performance and faster convergence than the sigmoid-based 

Fig. 8  Average success rate of QPTNet, SE-QPTNet, spatial attention-associated beam prediction, and DNN 
[21] and LSTM attention [30] with different SNRs from 0 to 20 dB
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method and the baseline method. The sigmoid-based quantization in [33] can map 
each frequency information into the range of 0 and 1 to establish a phase relation-
ship. The continuous and monotonically increasing properties make the results of 
quantization hardly determine the discrete phase option. Unlike the sigmoid-based 
quantization, the proposed codebook-based method leads to a rich diversity of beam 
features corresponding to the discrete phases. Moreover, the proposed quantization 
method can boost robust performance (smaller error band) by increasing the size of 
the codebook.

In Table 3, we compare the complexity of SE-QPTNet, QPTNet, and related works. 
Both the success rate and the achievable rate of SE-QPTNet can obtain the best per-
formance against the related works. Although the achievable rate of QPTNet and SE-
QPTNet are almost identical, the success rate of SE-QPTNet is higher. We can observe 
an improvement of 2.6% , owing to the contrastive environmental prediction that ena-
bles it to update the latent beam codebook efficiently. The number of parameters of SE-
QPTNet is lower than those of LSTM attention [30], spatial attention [37], as well as 
the DNN [21], which can save 18% , 28% , and 82% parameter requirements. The results 
demonstrate that the proposed contrastive learning framework can improve DL perfor-
mance with low overhead. Additionally, contrastive environmental prediction is benefi-
cial for improving the learning efficiency by distinguishing the target UE from others, 
maintaining a low parameter overhead and better global beam signature representation. 
Consequently, the proposed contrastive learning framework contributes to promoting 
learning efficiency and getting rid of high complexity.

Fig. 9  Success rate of SE-QPTNet with different codebook sizes, sigmoid-based quantization [33], and 
SE-QPTNet without quantization

Table 3  Complexity of the proposed SE-QPTNet, QPTNet, and related works

Scheme Total parameters Success rate (%) Achievable rate

SE-QPTNet 34.4K 95.1 7.37

QPTNet 34.4K 92.5 7.24

CNN LSTM [22] 13K 80.4 6.51

LSTM attention [30] 41.9K 87.6 7.11

Spatial attention [37] 48K 83.5 6.80

DNN [21] 186K 50.7 5.38
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Table 4 investigates the effects of spatial attention modules for beam prediction. We 
compare the complexity, success rate, and achievable rate of different spatial atten-
tion options. According to the results, the success rate can be improved by 20% when 
the number of attention modules is larger than 1. Increasing the number of attention 
modules does not significantly improve the accuracy of beam prediction, but obviously 
increases the overhead. Therefore, we adopt two spatial attention modules as the opti-
mal option for SE-QPTNet.

7.4 � Achievable rate performance

The proposed SE-QPTNet can obtain extra performance by pre-training without label 
information and achieve a high transmission rate with a reduced amount of labeled 
CSI. To evaluate the training overhead and robustness in practical systems, we plot the 
achievable rate for different training dataset sizes and their performance under different 
SNR levels.

In Table 5, we compare the achievable rate of QPTNet and SE-QPTNet against dif-
ferent latent beam codebook options. The achievable rates of SE-QPTNet and QPTNet 
are close but still higher than that of QPTNet without noise effects. Although the per-
formance of QPTNet and SE-QPTNet is almost identical, SE-QPTNet is more robust. 
We can observe an improvement of 0.41 in 10 dB SNR, owing to the contrastive envi-
ronmental prediction that enables it to update the latent beam codebook efficiently. The 
results demonstrate that a larger spatial resolution can comprehensively quantify envi-
ronmental variations to improve beam prediction accuracy. Additionally, contrastive 
environmental prediction is beneficial for improving robustness by the inherent repre-
sentation of the global beam signature among different UEs.

Table 4  Performances of different attention module options

Number of attention 
modules

Total parameters Success rate (%) Achievable rate

1 31.0K 76.9 6.43

2 34.4K 95.1 7.37

4 41.0K 95.5 7.36

6 47.7K 95.5 7.36

8 54.3K 95.9 7.38

Table 5  Achievable rate of QPTNet and SE-QPTNet with different SNRs and NCB

Scheme SNR [dB] NCB

64 128 256

QPTNet No noise 7.18 7.20 7.24

10 3.25 5.22 6.20

SE-QPTNet No noise 7.32 7.34 7.37

10 5.13 5.23 6.61
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To illustrate the low training overhead of proposed solutions, Fig. 10 shows the achiev-
able rate of the proposed SE-QPTNet, QPTNet, and DNN approaches, defined in (5) 
for different dataset sizes. Note that the dot-dash line in Fig.  10 represents the upper 
bound on the performance of the given system and channel models. The horizon-
tal axis represents the training data size, and the achievable rate results calculate with 
1%, 5%, 10%, 30%, 50%, 70%, 100% training data. The results of SE-QPTNet and QPTNet 
are close to the upper bound with only 10% training data, indicating that the proposed 
solutions allow the BS to apply the desired beam with an efficient training scheme. It is 
visible that SE-QPTNet can successfully predict the optimal beam based on the con-
trastive learning framework with only 1% training data at the BS. It clearly illustrates 
the ability of the self-enhancement to efficiently represent the desired angular sector 
with positive and negative samples, achieving negligible training overhead. Moreover, 
the proposed solutions are flexible in customizing the beam solution with small train-
ing data. Therefore, approaching this bound illustrates the optimality of the proposed 
solutions

Fig. 10  Achievable rate performance of QPTNet, SE-QPTNet, and DNN [21] with different training samples

Fig. 11  Achievable rate performance of QPTNet, SE-QPTNet, and DNN [21] with different SNRs from 0 to 20 
dB
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To verify the robustness of the proposed SE-QPTNet and QPTNet, we investigate the 
achievable rate of different SNR levels, as shown in Fig. 11. The dot-dash line represents 
the upper bound performance, the optimal rate without noise for the given system and 
channel models. The results show that SE-QPTNet and QPTNet are consistently better 
than the simple DNN beam training approach. Benefiting from the contrastive environ-
mental prediction to update the latent beam codebook, SE-QPTNet can achieve a higher 
rate than the QPTNet at low SNR levels. Both proposed beam training schemes are near 
the optimal rate when SNR is higher than 15 dB. It illustrates that the hierarchical strat-
egy and the quantization can deal with the frequency and spatial channel efficiently, and 
the ability of the self-enhancement can provide a better perception of the complicated 
propagation environment by the contrastive learning framework. Moreover, the contras-
tive environmental prediction can improve the robustness relying on the distinct global 
beam signature by considering the similarity among global beam signature and positive/
negative samples.

8 � Conclusion
This paper proposed a novel framework SE-QPTNet for beam training based on spatial 
attention and quantization, utilizing the contrastive environmental prediction to detect 
the relationship between the beam signature of the target UE and others. The proposed 
hierarchical scheme QPTNet quantized the continuous spatial features into controllable 
latent beam responses within a wide range of discrete phases achieving higher robust-
ness. The proposed contrastive learning framework SE-QPTNet enhanced the capability 
of identifying the beam signature by contrastive environmental prediction with a small 
fraction of the labeled CSI dataset. The proposed SE-QPTNet permitted DL-integrated 
beam training to adapt flexibly to wireless environments with low labeling costs. The 
simulation results showed that the proposed SE-QPTNet framework can achieve a data 
rate of 7.01 bps/Hz with only 5% labeled data, which represents 95.1% of the performance 
utilizing the full-size dataset. The proposed SE-QPTNet framework outperformed exist-
ing DL-based schemes, obtaining higher capacity with lower expertise requirements and 
highly reliable performance for mmWave massive MIMO systems.
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