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1 Introduction
Optical carriers make it possible to explore new opportunities in wireless communica-
tions that still need to be explored. As integrating optical carriers with electromagnetic 
wave-based wireless communication systems, it has a significant impact on enabling and 
supporting future-generation heterogeneous wireless communications. In addition, it 
supports an expanded range of applications and services.

Abstract 

In recent years, much research has been devoted to free-space optical communica-
tion (FSO). The unregulated spectrum, low implementation costs, and robust security 
of FSO systems all are of great importance which lead to a wide range of applications 
for FSO links, from terrestrial communications to satellite communications. However, 
the fundamental limitation with FSO links is atmospheric turbulence (AT) caused 
by fading, significantly reducing link performance. Random phenomena are the best 
characteristic of atmospheric turbulence caused by changes in the air’s refractive 
index over time. Numerous probability density functions of the AT models were 
presented to model the randomness in AT channels. The Log-Normal (LN) channel 
model is for weak atmospheric turbulence, while the Gamma–Gamma (G–G) channel 
is selected for moderate and strong atmospheric turbulence. The impacts of geomet-
ric losses, attenuation due to weather, and errors due to misalignment are addressed 
using LN and G–G channels. Channel coding is one of the possible solutions for miti-
gating such FSO channel impairments as the low-density parity check (LDPC) codes. 
In this article, the Weighted Bit Flipping (Algorithm (1)), Implementation Efficient 
Reliability Ratio Weighted Bit Flipping (Algorithm (2)), and Min-Sum (Algorithm (3)) 
algorithms are compared and evaluated against FSO atmospheric turbulence channels. 
In addition, two novel algorithms are proposed to enhance the complexity or Bit Error 
Rate performance of LDPC decoding over FSO channels. The results showed an impres-
sive improvement of the coded FSO system by employing the proposed algorithms 
compared to the existing LDPC decoders for FSO communications from the point of all 
comparison parameters.
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Significant technical and operational leverages are achieved through several technolo-
gies for example, free-space optical (FSO), wireless systems using radio frequency (RF) 
[1–4], communications maintaining satellite [5], backup operations employing optical 
fiber, and transmission using HDTV.

FSO systems still suffer from various limitations. Including turbulences due to the 
atmosphere, attenuation impacts of weather, and geometric losses. Also, scintillation of 
the laser beam caused by differences in the refractive index, temperature, pressure, and 
wind variations [6]. Additionally, atmospheric turbulence is modeled using statistical 
models that suit the experimental results. Taking the Log-Normal (LN) [7] model for 
weak turbulence and the Gamma–Gamma (G–G) [8] model for moderate and strong 
atmospheric turbulence regimes. Turbulence caused by atmospheric and weather condi-
tions due to dust, rain, fog, snow, and haze causing fading has a significant impact on the 
performance of the FSO system [9, 10].

Various modulation techniques are maintained to minimize atmospheric turbulence 
according to energy, spectral efficiencies and non-coherent or coherent detection, for 
example, pulse position modulation (PPM) [11], on-off keying (OOK) [12], pulse width 
modulation (PWM) [13], multiple PPM [14], binary phase-shift keying (BPSK) [15], 
space shift keying [16], digital pulse interval modulation (DPIM) [17]. Moreover, a new 
multipoint to-multipoint signal-space diversity (SSD) cooperative FSO scheme is ana-
lyzed under G–G and LN channel models for various users utilizing variant modulation 
levels in [16].

In [18], different modulation scheme performances combined or not combined with 
Space Diversity Reception Technique (SDRT) employed in FSO systems are investigated. 
Also, the Energy-per-Spectral Noise Ratio ( Eb/No ), the results are examined in terms 
of bit error rate (BER) and outage probability (OP). Therefore, an m-ary Quadrature 
Amplitude Modulation (M-ary QAM) and Orthogonal Frequency-Division Multiplexing 
(OFDM) centered FSO system can communicate at long-distance (7000 m) and reach 
data rates varying from 4.1 Gbits/s (minimum) to 10.94 Gbits/s (maximum).

A receiving system-based optical communication was proposed in [19] utilizing the 
detector gain factor-based regulation control. It computed the deviation of scintillation 
based on a real-time receiving signal. It also established a transformation function rela-
tionship between the gain and the scintillation variance factor allowing closed-loop con-
trol of the detector gain factor and improved the receiving system’s Eb/No.

The significant analysis of FSO-based systems was examined in [20] by changing the 
beam’s divergence under weather attenuating conditions like snowpack and rainwater. 
The simulations are performed using single-channel CSRZ-FSO (carrier-suppressed 
return-to-zero/free-space optical) systems retaining a 40 Gbps capacity within two dif-
ferent separation fluctuating distance transceivers. Furthermore, the meteorological 
atmospheric turbulence (wet snow, dry snow, light, medium, and heavy rain) is consid-
ered for modeling the communication link. It was established that dry snow and heavy 
rain have a prominent elevated attenuation in terms of Q-factor.

A cooperative FSO-based communication system employing polarization code was 
proposed in [21]. The average upper limit of the bit error rate of the atmospheric tur-
bulence channel was applied to create the polarization code’s frozen bit set. Conse-
quently, the bit set’s information about the Source (S) to Relay (R) link is retrieved by 
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using the connection between the frozen bit set of the S to Destination (D). Eventu-
ally, the initial information is retrieved by decoding including combined S–R link and 
S–D connection’s information bits and applying the equivalent gain combination. The 
performance of the bit error rate of the FSO-based cooperative communication sys-
tem can be enhanced by at least 0.5 dB. Also, the outage probability can be lowered to 
less than 10−7.

The error control coding algorithms are the most promising mitigating processes for 
the atmospheric turbulence of FSO channels. Polar codes are analyzed in [22] to select 
the code required to achieve a 10−9 bit error rate at weak atmospheric turbulence. The 
scintillation indices of 0.12 and 0.2 are demonstrated by manipulating Monte Carlo sim-
ulations. The decoder delivers coding gains of 2.5 and 0.3 dB by employing a successive 
cancelation list (SCL) in comparison to the SC decoder. The SC decoder with the FSO 
channel has a 0.31 scintillation index; it delivers a 2.5 dB coding gain compared to the 
SCL decoder. Also, in [23], polar codes are introduced and compared with LDPC codes. 
The authors maintained long-distance experimentation utilizing terrestrial FSO com-
munication separation distance equal to 7.8 km. LDPC codes achieved lower BER than 
polar codes. At the same time, polar codes have lower complexity than LDPC codes.

Authors in [24] assessed uncoded and coded FSO communication system perfor-
mance as they adopted Bose Chaudhuri Hocquenghem (BCH) and low-density parity 
check codes. Direct detection and intensity modulation are considered by both systems. 
The performance of the coded communication system was examined using the channel’s 
various conditions (G–G with fast fading and slow fading channels representing various 
atmospheric turbulence cases). Additionally, the authors derived the mathematical equa-
tions for the capacity of a channel characterized by a fast fading channel and a slow fad-
ing channel’s outage capacity. Finally, they discovered that keeping error control codes 
(ECCs) in a slow fading channel reduced bit error rate performance. At the same time, in 
this channel, the mixture of interleaved and ECCs lessens the burst errors and enhances 
the performance and the coding gain. The authors also illustrate that there is no more 
enhancement in the coding gain in channels with fast fading, and the same impact is 
seen in various atmospheric turbulence conditions.

The study performed in [25] showed that dynamically adjusted log-likelihood ratio 
(LLR) algorithm is a soft decision algorithm. Despite their enormous complexity, soft 
decision algorithms are well-known for their high coding gain performance. The pro-
posed algorithm was termed by a dynamically adjusted log-likelihood ratio (LLR) algo-
rithm and had perfect immunity against various atmospheric turbulence. In addition, 
the authors of [26] proposed a quasi-cyclic (QC) LDPC code with multiple-pulse-posi-
tion modulation (MPPM) combined with iterative decoding using a simplified approxi-
mation to mitigate fading caused by atmospheric turbulence.

Most recent published researchers revealed that soft decision LDPC decoding algo-
rithms are the best candidates for FSO channels. However, more enhanced hard decision 
algorithms were proposed in [27] to improve FSO channel performance and perform 
close to soft decision algorithms. The algorithms introduced in this study are Weighed 
Bit Filliping (Algorithm (1)) and Implementation Efficient Reliability Ratio Weighed Bit 
Filliping (Algorithm (2)). The latter performed better than Algorithm (1) against weak, 
moderate, and strong atmospheric turbulence.
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The FSO communication channels are characterized by intense channel impair-
ments which impose the need for more enhancement besides FSO communication links 
required high data rate transmission with the lowest errors. Also, previous hard and soft 
decision LDPC decoding algorithms suffered from low BER and high complexity. So, 
there is a need for more robust LDPC decoders.

A novel hard and hybrid LDPC decoding algorithms are presented in this paper, 
termed Modified Implementation Efficient Reliability Ratio Weighted Bit Filliping (Pro-
posed Algorithm (1)) and Modified Bootstrapped Modified Implementation Efficient 
Reliability Ratio Weighted Bit Filliping (Proposed Algorithm (2)), to decrease the com-
plexity or enhance BER performance of the whole FSO coded system.

However, no recent attempts in recently published works concern recently proposed 
LDPC decoding algorithms such as Proposed Algorithm (1) and Proposed Algorithm 
(2) for enhancing the FSO atmospheric turbulent channels. Furthermore, atmospheric 
weather impacts like attenuation, geometric losses, and misalignment errors are consid-
ered for G–G and LN atmospheric channels. Nevertheless, the Monte Carlo simulation 
results for both recently proposed algorithms result in impressive enhancements in the 
coded FSO communication system compared with the existing ones in terms of BER 
performance and complexity.

The paper’s organization is as follows: Sect. 3 shows the FSO system model. Then, in 
Sect. 4, the FSO channel models are presented. In Sect. 5, LDPC encoding and decoding 
algorithms are illustrated. Simulation results are presented in Sect. 6. Finally, the paper is 
concluded in Sect. 8.

2  Methods/experimental
This study targets enhancements of FSO communication systems. It is proposed to 
maintain forward error correction represented by LDPC. Two novel LDPC decoding 
algorithms are proposed to enhance different reported channel models for FSO commu-
nications. The maintained comparison parameters are BER performance and complexity 
of the whole system. The simulation tool used to express the new contributions in FSO 
channels is MATLAB 2018a.

3  FSO communication system model
As shown in Fig. 1, the system model of FSO communication illustrated that the binary 
source data will be LDPC coded and mapped by the on-off keying technique. Also, 
the resultant electrical signal will be transformed into an optical beam using the laser 
beam on the transmitter side. The transmitted optical beam will be exposed to weather 

Fig. 1 FSO system model
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attenuation, causing atmospheric turbulence and path losses. The analytical expression 
of the electrical received signal r(t) is

So, y(t) is the electrical signal transmitted, η represents the responsivity of the detector, 
n(t) is the additive white Gaussian noise (AWGN) with variance σ 2

n = No/2 and mean 
equal to zero, h represents the channel gain, Io is the received light intensity without the 
effects of the channel turbulence, and I is the received signal intensity is given by [28].

The photodiode collected the transmitted optical beam in the receiver, and the maxi-
mum likelihood detector transformed the received electrical signal into a binary format. 
After that, the LDPC decoders performed their iterative decoding until they reached the 
corrected decoded data or a more enhanced version as the predetermined number of 
iterations is reached.

4  Channel models
Multiple mathematical channel models have been proposed to specify atmospheric tur-
bulence in weak-to-strong cases. The channel models are described by their probability 
density functions (pdf ) and are shown next.

4.1  Weak atmospheric turbulence FSO channel model

For modeling, the weak atmospheric turbulence LN channel model is maintained. The 
pdf of LN is given by [29]

as hi = exp (2Z) is the channel coefficient with Z being an independent and identically 
distributed (i.i.d.) Gaussian random variable (RV) with mean µ , standard deviation σ , 
and variance σ 2 . To ensure that the fading channel does not amplify or attenuate the 
average power, the fading coefficients are normalized as E[hi2] = e2(µ+σ 2) = 1.

4.2  Moderate‑to‑strong channel model

The G–G channel model is used to model moderate-to-strong atmospheric turbulence, 
and hi is presented as a G–G-distributed RV with the following pdf:

where Gm,n
p,q [.] is the Meijer’s G-function [30, Eq.(9.301)]1, and Ŵ(.) is the Gamma function 

[30, Eq. (8.310)]. In a scattering environment, α and β are sufficient numbers of large-
scale and small-scale eddies, respectively, and they are related by Rytov variance ( σ 2

l ).

(1)r(t) =y(t)ηI + n(t),

(2)I =βIoh,

(3)fhi(hi) =
1

hi
√
8πσ 2

exp −
(ln(hi)− 2µ)2

8σ 2
,

(4)fhi(hi) =
(αβ)

α+β
2

Ŵ(α)Ŵ(β)
h

α+β
2 −1

i G2,0
0,2

(

αβhi

∣

∣

∣

∣

., .
α−β
2 , β−α
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,

1 The Meijer-G function is a standard built-in function available in most popular mathematical software packages, such 
as Maple and Mathematica.
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4.3  Pointing error

For the pointing error effect, ξ denotes the ratio between the equivalent beam radius at 
the receiver WLeq and the pointing error displacement standard deviation σs is shown in 
Eq. 5

where WLeq is calculated by W 2
Leq = W 2

L

√
πerf(v)/(2verf(−v2) as v =

√
π a/(

√
2WL) , 

erf(.) is the error function and a represents the radius of a circular detector aperture 
[31].

5  LDPC encoding and decoding algorithms
As illustrated, a serious impairments of optical channel models were noticed badly effect 
on FSO communications. So, LDPC codes are selected due to its brilliant performance 
in case of sever channels for mitigating these impairments. Besides, it has higher flex-
ibility as it attained different decision schemes. LDPC decoders are classified into three 
categories hard, soft and hybrid decisions [32]. This will make more flexibility in select-
ing the proper decoder in case of optical communications links.

5.1  LDPC encoding

The construction of LDPC codes mainly relied on a parity check matrix characterized by 
sparseness features. So, an efficient encoding procedure proposed by Thomas J. Richard-
son in [33] is maintained using the parity check matrix, which is applied as an alternative 
for converting the matrix of parity check into a generator matrix, which did not affect 
its feature of sparseness associated with H matrix. However, it produces extra complex-
ity in encoding [33]. As a result, [33] proposes a technique for encoding that is main-
tained through simulations. The Gaussian elimination technique is the primary method 
for constructing an encoder for LDPCs. The outcome of this process is an exact matrix 
shape with lower triangular as appeared in Fig. 2. The vector is split into x vectors by a 
systematic part s and a parity part p to achieve the equation x = [s,p] . Then, build the 
same encoder as follows: (1) Filling the vector s with (N–M) data symbols, (2) Using the 
“back substitution” technique, calculate the symbols of a parity check.

Using O(n3) preprocessing calculations, the encoding algorithm converted the matrix 
H into its required form. As a result of the subsequent preprocessing, the encoding 

(5)ξ =
WLeq

2σs

Fig. 2 Form of parity check matrix lower triangular approximation
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process consumed O(n2) operations. So, the matrix lost its sparseness. It was estimated that 
required approximately n2 = r(1−r)

2  operations of XOR to finalize the process of encoding, 
as the rate of the code is “r”. Furthermore, [33] proposed encoding algorithm required quad-
ratic calculations for encoding because the prior n2 term is a constant factor that is usually 
trivial. The practicability of encoding complexity will be achieved in extended block-length 
cases.

5.2  LDPC decoding algorithms

There are three types of LDPC decoding algorithms. The first category concerned algo-
rithms with a hard decision. They are described by the fundamental algorithm termed “Bit-
Flipping” (BF). It is proposed, as well as its variants, in [32]. It has low hardware complexity 
in addition to a lower capability of error correction ability. The second category is the soft 
decision algorithms characterized by immense complexity with impressive BER. Finally, 
the third category is the hybrid decoding algorithms which compromise between the lower 
complexity of hard ones and the outstanding BER performance of soft ones.

5.3  Hybrid decision LDPC decoding algorithms

5.3.1  Algorithm (1)

The algorithm (1) termed by Weighted Bit Flipping is proposed in [34]. It aimed to improve 
the “BF” decoding algorithm’s error correction ability by retaining the correct ability for 
data symbols in its decoding decisions. Therefore, the additional complexity of decoding is 
obligatory to enhance performance.

The algorithm (1) decoding started by recognizing the considerably unreliable variable 
nodes connected to every check node. The following equation defines this step:

as the nmin represents the index of the lesser soft value of variable nodes connected to 
the check node m.

The absolute minimum component in the received sequence is calculated as [34], where 
| yn | is the absolute value of yn , characterizing the received message’s reliability calcula-
tion. because the binary counterpart bn to yn with formidable reliability is | yn | . For the 
hard decision, the bn digit is leveled up. Each variable node’s error-term En determination is 
expressed as follows:

as the syndrome associated bit sm belongs to check node m. The En represents that the 
weight checksum is connected to the n code bit. The procedure of the WBF algorithm is 
thoroughly explained as follows.

(6)| ynmin |= {min | yn |: n ∈ N (m)}

(7)En =
∑

m∈M(n)

(2sm − 1) | ynmin |
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5.3.2  Algorithm (2)

It is observed that the reliability ratio-based bit flipping (RRWBF) algorithm proposed 
by [35] consumes lots of operations, so a vital modification was performed to lower the 
complexity of the RRWBF algorithm and keep the improvement in BER compared to the 
WBF algorithm. So, a lower complexity calculation term Tm was proposed in [36] results 
in algorithm termed Implementation Efficient Reliability Ratio WBF (Algorithm (2)). By 
using Tm instead of the reliability ratio factor, this term aimed to reduce the decoding 
time in the RRWBF algorithm:

and calculation of the error-term En by:

Algorithm 2 is briefly explained as follows.

5.4  Soft decision LDPC decoding algorithms

5.4.1  Algorithm (3)

Soft decision algorithms are extracted from the algorithm proposed by [37], known 
as Belief Propagation (BP). These algorithms are distinguished by the complexity of 
O(2Mρ + 4Nγ ) for each decoding iteration [37]. Decoding algorithms with lessening 
complexity are extracted from the BP algorithm, which has a lower complexity.

(8)Tm =
∑

n∈N (m)

| yn |

(9)En =
1

| yn |
∑

m∈M(n)

(2sm − 1)Tm
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The Min-Sum Algorithm (Algorithm (3)) is a soft decision algorithm with a low level 
of complexity. In [37], it was derived from the BP algorithm. The procedure of Min-Sum 
decoding is as follows [37]:

5.5  Proposed LDPC decoding algorithms

5.5.1  Proposed algorithm (1)

The main shortcoming of the latter iterative decoders was the expenditure of extended 
time in the decoding process, especially at the check node and variable node steps. The 
decoding algorithm (2) proposed in [36] needs to be revised to address this concern as it 
was observed that at low Eb/No s the decoding of algorithm (2) consumes large number 
of iterations without any improvement of its resultant BER. When the number of itera-
tions of the specified decoding algorithm increases, more computation processing time 
is required per iteration.

The proposed algorithm (1) added a decision step to figure out situations illustrated 
in the last paragraph. It restricted the loop of iterations by selecting either to proceed 
with decoding or to terminate the loop of iterations if the latter oscillation phenomena 
occurred. So, a procedure proposed for maintaining different conditions was started by 
executing a syndrome check at every iteration. So, a three-entry register was proposed 
as two iterations were required to get the same syndrome vector, starting from the initial 
vector, if the same bit in the decoded code word is flipped twice to return to the initial 
state. Thus, this clarifies that three entries are required to detect oscillation phenomena. 
As a result, three flip-flops are the smallest register size that could be used for accumu-
lating received binary vectors to correlate the first and third ones. Each renewed entry is 
accumulated at the first flip-flop, and others are spanned down to replace the last input. 
Consequently, no more performance improvement will occur when the oscillation is 
reached, and decoding will end.

This additional condition influenced the lowering of the complexity outside of any 
impact on performance corresponding to the algorithm (2). Finally, the oscillation 
phenomena examined in the last paragraph are demonstrated in Fig.  3 for additional 
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clarification. Also, an algorithm procedure is illustrated for more clarification of pro-
posed algorithm (1).

5.5.2  Proposed algorithm (2)

A significant deficiency of the Bootstrapped WBF (BWBF) algorithm proposed in [38], 
which determined the threshold value β offline to differentiate between reliable and 
unreliable variable nodes, leads to massive complexity. Besides, this method does not 
guarantee that the precision of calculating threshold β which determined according to 
the channel state at the initial decoding step. Moreover, the channel condition of FSO 
suffered from excessive variations. So, the requirement for a new method to discriminate 
between unreliable and reliable variable nodes is vital in FSO channels. A substituted 
method is critical to reduce the duration consumed due to the precalculating bootstrap 
threshold, which causes a lower efficiency for the FSO channels.

The proposed algorithm (2) was started by promoting the bootstrap step to achieve 
this requirement by substituting the method of distinguishing between the reliabil-
ity of variable nodes using threshold beta, which takes longer duration because it was 
precalculated offline before the proposed algorithm (1) was started. Then, the proposed 
algorithm (2) inspected the unreliable check nodes by computing the syndrome vector, 
which discriminates between reliable and unreliable check nodes. Therefore, each syn-
drome bit sm with a non-zero value was linked to an unreliable check node.

Every unreliable check node was linked to variable nodes defined by N(m). Variable 
node with the lowest soft values was connected to every unreliable check node m; this 
was accounted as unreliable variable node causing the unreliability of the check node 
to which they were connected. By locating the most subordinate soft values of variable 

Fig. 3 Three entry register
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nodes linked to each unreliable check node, the bootstrap step will start substituting 
the soft values of unreliable variable nodes with better ones. Finally, all unreliable vari-
able nodes were extracted with greater precision, without identifying the channel state 
or pre-set certain thresholds as in the BWBF algorithm. The complexity of the pro-
posed algorithm was identical to the BWBF algorithm, excluding the revoked compara-
tor, which employed a predetermined threshold. Similarly, small steps will be counted 
to distinguish untrustworthy bits. The complexity of proposed algorithm (2) will be 
O((2M′ρ + 4N ′γ )+ Nh(Mρ + Nγ )) where M′ < M and N ′ < N  . To obtain the most 
inferior soft value for variable nodes, the values of N ′ and M′ were precalculated in addi-
tion to the minimum function for each check node. For additional clarification, the pro-
posed algorithm (2) demonstrated the modified algorithm.

6  Simulation results
Simulation results were presented in this section to validate the derived analysis in this 
paper and prove improvements due to recently proposed decoding algorithms. Besides, 
all reported FSO channel models are considered in the comparison between all pre-
sented LDPC decoders, including the proposed algorithms. As in real life, the com-
munication channel model is unknown at the receiver of the FSO communication link. 
The following parameters were considered in the maintained simulation in this paper 
in all conducted analyses: The BER targeted for FSO channels is 10−6 , � = 1550 nm, ℓ = 
1000 m, α = 0.43 dB/km for clear weather conditions and intense sunlight conditions. 
In simulation results, each Eb/No value receives no more than 107 bits. The parameters 
utilized in the simulation results are illustrated in Table 1.

In Fig. 4, BER is compared for recently proposed algorithms and other published algo-
rithms concerning enhancing the BER of FSO weak atmospheric turbulence channel. As 
delineated in Fig. 4, the proposed algorithm (1) achieved the same BER levels as the algo-
rithm (2) at all maintained Eb/No s. Also, the BER of proposed algorithm (2) enhanced 
the BER compared to other maintained algorithms by at least 3 dB, especially algorithm 
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(1). In contrast, for the algorithm (2) and the proposed algorithm (2), it is about 1 dB. 
Besides, it gets close to the soft decision algorithm (3), characterized by superior BER 
performance.

The BER comparison between the employed algorithms is presented in Fig.  5 for 
the moderate atmospheric turbulence. As shown in Fig. 5, the proposed algorithm (1) 
reached the same levels of BER as algorithm (2), as expected. The proposed algorithm (2) 
was improved BER by at least 3 dB compared to the latter algorithms at all maintained 
Eb/No s, demonstrating algorithm (2)’s superiority over other algorithms and bringing 

Table 1 System configuration [39–41]

Parameter Symbol Value

Wavelength � 1550 nm

Receiver diameter DR 0.2 m

Transmitter diameter DT 0.2 m

Divergence angle θT 2 mrad

Distance between the source and the destination L 1 km

Attenuation coefficient α 0.43 dB/km

Jitter standard deviation σs 0.3 m

Beam waist wz 2 m

Pointing error parameter ξ 3.3377

Refractive index constant (weak-to-strong atmospheric turbu-
lence)

C
2
n

0.5× 10
−14

m
−2/3,

2× 10
−14

m
−2/3,

5× 10
−14

m
−2/3

Fig. 4 BER comparison between LDPC decoding algorithms for proposed system over weak atmospheric 
turbulence channel model
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BER performance closer to the soft decision algorithm denoted by the algorithm (3). 
It was observed that the gap between Min-Sum and the proposed algorithm (2) was 
expanded due to excessive impairments imposed in moderate atmospheric turbulence.

As presented in Fig.  6, the BER comparison was performed under a strong atmos-
pheric turbulence channel model. It is shown that the gap between algorithm (3) and 
other hard or hybrid algorithms increased due to the excessive channel impairments 
caused by strong atmospheric turbulence. The proposed algorithm (1) achieved the 
exact BER of the algorithm (2) at all utilized Eb/No s in simulations. The main contribu-
tion required from the proposed algorithm (1) is to minimize the decoding time and 
maintain the same BER performance as the original algorithm (2). The proposed algo-
rithm (2) outperformed other maintained algorithms, especially at higher Eb/No values. 
This late performance is due to severe impairments imposed by a strong atmospheric 
turbulence channel.

The average number of iterations consumed by each decoder was another factor to 
consider when evaluating LDPC decoding algorithms over FSO turbulent channels. This 
parameter will indicate the reduction imposed by these algorithms to get the required 
BER with a certain number of iterations. Figure 7 depicts the average number of itera-
tions versus Eb/No for weak atmospheric turbulence channels. It is observed that the 
required average number of iterations belonging to the proposed algorithm (2) reached 
the bottom of the number of iterations compared to other algorithms under study, espe-
cially at the Eb/No s from 8 to 10 dB. For higher Eb/No s, the proposed algorithm (2) 
reached a second lower average number of iterations after the proposed algorithm (1). 

Fig. 5 BER comparison between LDPC decoding algorithms for proposed system over moderate 
atmospheric turbulence channel model
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The algorithm (1), as shown in Fig. 7, consumed the top level of the average number of 
iterations compared to other algorithms due to its inferior decoding performance in the 
case of FSO atmospheric turbulent channels.

Fig. 6 BER comparison between LDPC decoding algorithms for proposed system over strong atmospheric 
turbulence channel model

Fig. 7 Average number of iterations comparison between LDPC decoding algorithms for proposed system 
over weak atmospheric turbulence channel model
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There is an exciting issue in Fig. 8, the average number of iterations for all LDPC 
decoding algorithms in this atmospheric turbulent channel keeps the exact value of 
iteration consumption strictly at low Eb/No s. At Eb/No = 12 dB, and both algorithm 
(2) and the proposed algorithm (2) had the lowest average number of iterations con-
sumed when compared to other algorithms in the study. Besides, the lowest level of 
the average number of iterations consumed was achieved by the proposed algorithm 
(1) algorithm at Eb/No = 16 dB, and the proposed algorithm (2) had the second level 
after proposed algorithm (1) at same Eb/No.

The average number of iterations used by decoding algorithms in this work in the 
case of a strong atmospheric turbulence channel is delineated in Fig. 9. It showed that 
all maintained algorithms consumed the same average number of iterations due to 
excessive impairments that occur in such FSO turbulent channels. At the same time, 
the algorithm (1) maintained the lowest level in consumption of average in iterations 
compared to other ones at high Eb/No from 19 to 30 dB. Proposed algorithm (1) got 
the second-order at the same high Eb/No s, second place is achieved by proposed algo-
rithm (2), and third place is for algorithm (2).

Convergence is a vital parameter that concerns iterative decoding algorithms evalu-
ation. It is noticed from Figs. 10, 11 and 12 that proposed algorithm (2) achieved the 
fastest convergence at the three atmospheric turbulence FSO channels. It is also rec-
ognized that the BER that converged by maintained LDPC decoders declined accord-
ing to the type of FSO atmospheric channel. The BER of the weak atmospheric had 
the lowest converged BER, and approximately 4 × 10−5 next is for moderate atmos-
pheric turbulence by 6× 10−4 . Finally, the highest BER occurred at a strong atmos-
pheric turbulence channel.

The decoding computation time for all maintained algorithms was compared along 
all atmospheric turbulence channels. Figure  13 shows the comparison between all 
maintained LDPC decoders from the point of decoding computation time for the 

Fig. 8 Average number of iterations comparison between LDPC decoding algorithms for proposed system 
over moderate atmospheric turbulence channel model
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weak atmospheric turbulence channel. It is observed that the lowest level of decoding 
computation time belongs to proposed algorithm (1) compared to other algorithms 
all over the Eb/No s, saving the wasted computation time at other algorithms discussed 
in the later paragraphs due to its successful stopping criterion illustrated in the later 

Fig. 9 Average number of iterations comparison between LDPC decoding algorithms for proposed system 
over strong atmospheric turbulence channel model

Fig. 10 Convergence comparison between LDPC decoding algorithms for proposed system over weak 
atmospheric turbulence channel model
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sections. The proposed algorithm (2) attained the second-lowest computation time 
due to using modified bootstrap, which enhanced the reliability of received bits lead-
ing to fast convergence and saving the computation decoding time. The algorithm (2) 

Fig. 11 Convergence comparison between LDPC decoding algorithms for proposed system over moderate 
atmospheric turbulence channel model

Fig. 12 Convergence comparison between LDPC decoding algorithms for proposed system over strong 
atmospheric turbulence channel model
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obtained the third level of decoding computation time, while the algorithm (1) is the 
highest consumer of decoding computation time.

It is observed in Fig. 14 that there is a saturation for all algorithms at lower Eb/No s as 
all algorithms maintained same decoding computation time at the range from Eb/No = 
8 dB to Eb/No = 12 dB. These phenomena were expected as the same resultant perfor-
mance occurred at the same atmospheric turbulent channel in the case of the average 
number of iterations. For the range of Eb/No s 13 to 16 dB, the decoding computation 
time of the algorithm (1) is the lowest. In contrast, the proposed algorithm (1) consumed 
slightly more time than algorithm (1) in the same range as it is more complex, targeting 
enhancing BER rather than the algorithm (1). The algorithm (2) is the highest in decod-
ing computation time, while the proposed algorithm (2) was consumed at a close rate to 
proposed algorithm (1) as it uses a complex step to improve its BER performance rather 
than the latter one.

For the strong atmospheric turbulence case in Fig. 15 the decoding computation time 
is varying along all Eb/No s. This phenomenon is due to excessive impairments of the 
strong atmospheric case, which randomly affects the decoding algorithms. In contrast, 
every algorithm maintains the same performance as shown in other atmospheric turbu-
lence channels. This case is demonstrated in Fig. 15 as the algorithm (1) consumed the 
lowest level of decoding computation time compared to other algorithms along with all 
Eb/No s. Proposed algorithm (1) attains a second place in decoding computation time 
due to inserted new stopping step over the algorithm (2), which leads to this reduction. 
The proposed algorithm (2) performs in third place as it targets enhancing the algorithm 
(1) by applying the Modified bootstrap step, which improved the BER of proposed algo-
rithm (1) without gaining excessive complexity.

Fig. 13 Decoding computation time comparison between LDPC decoding algorithms for proposed system 
over weak atmospheric turbulence channel model
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The resultant average throughput was a crucial parameter in evaluating LDPC 
decoding algorithms against FSO atmospheric turbulence channels. The aver-
age throughput comparison for LDPC decoding algorithms under study at weak 

Fig. 14 Decoding computation time comparison between LDPC decoding algorithms for proposed system 
over moderate atmospheric turbulence channel model

Fig. 15 Decoding computation time comparison between LDPC decoding algorithms for proposed system 
over strong atmospheric turbulence channel model
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atmospheric turbulence channel is presented in Fig.  16. According to Fig.  16, pro-
posed algorithm (2) achieved the top level of average throughput in comparison to 
other algorithms especially at high Eb/No s. At Eb/No = 11 to 13 dB the proposed 
algorithm (1) reached the highest average throughput over all maintained algorithm. 
This variation is due to the variant performance of the moderate atmospheric turbu-
lence channel. The average throughput at the same turbulent channel all algorithms 
under study saturated by the same average throughput value exactly from Eb/No = 
8 to 10 dB. The algorithm (2) maintained the lowest average throughput at most of 
Eb/Nos.

The average throughput comparison between LDPC decoding algorithms uti-
lized in moderate atmospheric turbulence channel is displayed in Fig. 17. As shown 
in Fig. 17, the algorithm (1) maintained the highest values of average throughput all 
over Eb/No s. The proposed algorithm (1) achieved second place in average through-
put compared to other algorithms. For algorithm(2) and proposed algorithm (2), they 
maintained same average throughput a long all Eb/No s. Its is clear that all algorithms 
have saturated average throughput levels exactly at Eb/No = 8 to 13 dB.

Fig.  18 a comparison of the average throughput for all algorithms is performed. 
It is shown that saturation for all algorithms was attained all over the Eb/No s. The 
algorithm (1) accomplished the top level of average throughput for all Eb/No s. This 
case is due to the same performance that occurred in strong atmospheric turbulence 
concern decoding computation time, which, as mentioned before, is due to excessive 

Fig. 16 Average throughput comparison between LDPC decoding algorithms for proposed system over 
weak atmospheric turbulence channel model
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impairments in such channel. On the other hand, the rest algorithms attained con-
stant average throughput due to inferior capability of mitigating strong atmospheric 
turbulence channel impairments.

Fig. 17 Average throughput comparison between LDPC decoding algorithms for proposed system over 
moderate atmospheric turbulence channel model

Fig. 18 Average throughput comparison between LDPC decoding algorithms for proposed system over 
strong atmospheric turbulence channel model
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7  Discussion
In this work, two novel LDPC decoding algorithms are proposed to enhance FSO com-
munication performance and lower the complexity of the whole system. All results show 
the improvement due to the proposed LDPC algorithms over various FSO channel mod-
els reported in the literature. The factors of comparison are BER, the number of con-
sumed iterations, decoding time, the convergence of LDPC decoding algorithms, and 
the resultant throughput for proposed algorithms.

8  Conclusion
This paper evaluated and proposed various LDPC decoding algorithms in atmospheric 
turbulence channels of FSO communication systems. LDPC decoding algorithms have 
three decision categories: hard, soft, and hybrid; all are considered in this evaluation. 
The evaluated performance considered crucial parameters for comparing LDPC decod-
ers performance metrics based on BER, the average number of iterations, convergence, 
decoding computation time, and average throughput. All atmospheric turbulence chan-
nel models were considered in this evaluation. Furthermore, two novel algorithms are 
proposed to gain more improvement in all-optical communication channel models con-
sidered in this work. According to the simulation results, proposed algorithms main-
tained impressive performances against all evaluation parameters considered in this 
work compared to existing ones.
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