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Abstract 

In communication technologies, device-to-device (D2D) communication is essential 
for resource management and power control, which are major research concerns now-
adays. D2D resource allocation involves dividing vital resources, such as time, power, 
and spectrum, among several devices. Each device can connect to other devices 
via one or more frequency channels. D2D communication shares the cellular user 
resources, while signal power transmission causes interference to the users who share 
the same channel. So, there is a need to control the power of the D2D device to pre-
vent interference. For proper power control and optimization of multi-channel D2D 
communication, which is a challenging task, we proposed a deep learning approach 
incorporating a hybrid resource allocation framework. This framework aims to increase 
the sum rate of D2D user equipment (DUE) while considering quality of service (QoS) 
factors like limiting interference to cellular user equipment (CUE) and guarantee-
ing individual DUE rates above a certain threshold. The proposed resource allocation 
scheme combines two methods, namely a metaheuristic hybrid particle swarm Cauchy 
approach to African vulture optimization (HPSCAV) and a modified long short-term 
memory (MLSTM) based approach. The HPSCAV scheme helps to ensure that the QoS 
constraints are met, while the MLSTM-based approach is utilized for efficient resource 
allocation by optimizing the power and improving it with HPSCAV. Simulation results 
validate that the proposed model achieved better performance in various metrics such 
as system capacity, power consumption, spectral efficiency (SE), and energy efficiency 
(EE).

Keywords:  D2D, Optimization, Resource allocation, AVO, HPSCAV, MLSTM, QoS

1  Introduction
Every new technological advancement impacts how people interact with one another 
and share information, especially in mobile computing and wireless communication. 
Wireless technology has advanced from first generation (1G) to fifth generation (5G) 
during the past few decades. The fifth generation of wireless technology has now 
begun to spread around the globe. 5G and beyond 5G (B5G) will handle data rates 
that are thousands of times higher than those of the previous generation, ten times 
more energy and spectrum efficient, and have a latency of less than one millisecond. 

*Correspondence:   
noorb4u@gmail.com

1 School of Electronics 
Engineering, Vellore Institute 
of Technology, Vellore, Tamil 
Nadu 632014, India

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13638-024-02339-7&domain=pdf
http://orcid.org/0000-0003-2942-5339


Page 2 of 28Pasha and Mohamad ﻿J Wireless Com Network         (2024) 2024:12 

5G makes use of a variety of technologies to meet these demands. Heterogeneous 
network (HetNet), massive multiple-input multiple-output (massive MIMO), device-
to-device (D2D) communication, millimeter wave (mm Wave), and cognitive radio 
network (CRN) are some of the technologies [1, 2].

D2D communication has emerged as a promising technology for enabling direct 
communication between nearby devices without relying on cellular infrastruc-
ture. This technology has gained significant attention recently due to its potential to 
enhance network efficiency, increase spectrum utilization, and reduce power con-
sumption [3, 4]. One of the critical challenges in D2D communication is the efficient 
allocation of resources, such as spectrum, power, and time, among devices to maxi-
mize system performance. Resource allocation in D2D communication is a complex 
problem due to the dynamic nature of the wireless environment and the need to bal-
ance conflicting objectives [5, 6]. For example, allocating spectrum resources must be 
optimized to minimize interference between D2D and cellular users while ensuring 
that D2D users have sufficient bandwidth to achieve their desired data rates.

Similarly, power allocation must be optimized to ensure that devices communicate 
reliably while minimizing energy consumption [7]. Efficient resource allocation in 
D2D communication can bring several benefits. First, it can enhance network capac-
ity and increase overall throughput by enabling devices to share resources effectively. 
Second, it can improve network coverage and reliability by allowing the devices to 
communicate directly with each other, bypassing the cellular infrastructure. Third, 
optimizing power resources can reduce energy consumption and increase battery life. 
Fourth, it can enable new applications and services, such as peer-to-peer file shar-
ing, multimedia streaming, and collaborative computing. Several approaches have 
been proposed in the literature to achieve efficient resource allocation in D2D com-
munication. One common approach is to use centralized algorithms, where a cen-
tral controller is responsible for managing the allocation of resources [8, 9]. In this 
approach, devices communicate with the central controller to request resources 
and receive their instructions. While centralized algorithms can effectively optimize 
resource allocation, they suffer from several drawbacks, including high latency, scal-
ability issues, and the need for a reliable backhaul connection. In distributed algo-
rithms, devices collaborate to allocate resources in a decentralized manner [10, 11]. 
In this approach, devices communicate directly with each other to negotiate resource 
allocation and make decisions based on local information. Distributed algorithms can 
be more scalable and robust than centralized algorithms, but can also be more com-
plex to design and implement. Machine learning techniques have also been proposed 
for resource allocation in D2D communication [12, 13]. Machine learning algorithms 
are used to learn the optimal resource allocation policies based on historical data and 
feedback from the network [14, 15]. Machine learning techniques can effectively han-
dle the complex and dynamic nature of D2D communication, but they also require 
significant computational resources and training data. Overall, the efficient allocation 
of resources is critical for realizing the full potential of D2D communication [16, 17]. 
As the demand for wireless connectivity grows, developing practical resource allo-
cation algorithms that enable efficient and reliable D2D communication is becom-
ing increasingly important. While centralized, distributed, and machine learning 
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approaches have advantages and disadvantages, combining these approaches may be 
necessary to achieve optimal resource allocation in D2D communication.

2 � Methods/experimental
The primary objective of D2D resource allocation is to make use of limited resources to 
improve overall system performance. One significant challenge in D2D communication 
is controlling co-tier and cross-tier interference in the cellular network. The other sig-
nificant challenge is the effective use of power resources, which can reduce energy con-
sumption and increase battery life. To achieve efficient resource allocation and address 
the issue of interference and power reduction in this article, we have considered interfer-
ence, power, and data rate as constraints. We have used HPSCAV, a metaheuristic-based 
optimization technique, to optimize the D2D node. This optimized node is fed as input 
to the deep learning modified long short-term memory (MLSTM) model, which allo-
cates the resource effectively. As interference and power are controlled in the D2D net-
work, we have achieved better signal-to-interference-plus-noise ratio (SINR), enhanced 
the system capacity, and reduced the energy consumption of the overall system. From 
the simulation results, it is clear that the proposed method not only achieved better sys-
tem capacity, but also improved spectral and energy efficiency compared with existing 
algorithms.

3 � Related works
Song et  al. [18] have investigated resource allocation for the D2D communications 
system, which includes both the uplink and the downlink. A simultaneous uplink and 
downlink resource allocation approach is presented that assures the signal-to-interfer-
ence-plus-noise ratio (SINR) of cellular users and D2D pairs while maximizing system 
capacity. In this work, the author has not considered the metaheuristic approach, which 
does not guarantee the optimal solution. Cicalo and Tralli [19] have proposed a joint 
efficient admission control (AC) and radio resource allocation (RRA) method to improve 
the quality of service (QoS) of the network. The suggested AC method is computation-
ally intensive and might not be scalable for big networks. Further suggested RRA meth-
ods will not converge to the best global solution. Le et  al. [20] have proposed a joint 
resource allocation problem of user clustering, power control, and D2D mode selection 
to increase network throughput. The proposed system ignores the impact of interfer-
ence, and networks with a high density of user equipment may find the suggested strat-
egy unsuitable. Nouri et al. [21] proposed an iterative search algorithm to achieve the 
best solution under energy and delay restrictions. Regarding limitations, the author has 
not considered intercell interference; it may be a problem when small cells of mm Wave 
are deployed in dense networks. He has also not explained how these techniques impact 
the QoS. Eslami et al. [22] have proposed the fractional frequency reuse (FFR) method to 
reduce interference in heterogeneous networks and also performed optimal power con-
trol and admission control for the users to maximize the sum rate. Due to not consider-
ing the metaheuristic approach, the author cannot guarantee a global optimal solution. 
Guo et al. [23] have examined the energy efficiency (EE) of cellular networks that sup-
port D2D communication from the viewpoint of user fairness and proposed a Lagran-
gian decomposition-based (LDB) method to enhance the EE in D2D users. The system’s 
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complexity increases as the number of users increases in the network, leading to system 
capacity degradation. Hao et al. [24] proposed a two-stage iterative algorithm to opti-
mize the EE, spectral efficiency (SE), and queuing delay jointly. As the number of users 
increases, complexity increases, which leads to the undesired system performance. Ma 
et  al. [25] proposed a centralized and distributed relay selection and power allocation 
algorithm to reduce the total transmit power and improve the system throughput. The 
problem of relay selection and power allocation increases with the users and impacts 
QoS. Sanusi et al. [26] proposed a priced differencing acceptance algorithm to improve 
D2D user equipment (DUE) access rate and throughput with reduced signaling over-
head. Still, it does not go into specific implementation details or provide an in-depth 
performance evaluation of the discussed approaches. Mohammed et al. [27] presented a 
non-cooperative game theory (NCG) approach for resource allocation to increase D2D 
pairs’ EE. The complexity of the game theory approach is high, so it may not be suitable 
for large networks. Hou et al. [28] proposed a resource allocation algorithm based on 
D2D communication mode selection. The algorithm achieved the goal of allocating the 
best communication mode and resources for users with the maximum throughput; this 
work did not consider mobility or interference. The algorithm is assessed for single cells. 
Noor Mohammed et  al. [29] proposed dynamic sectorization and parallel processing 
techniques to improve the probability of successful transmission and SINR and, thereby, 
improve the capacity of the D2D network. Here, the author has not used any optimiza-
tion or described the control of the power mechanism. Lie et al. [30] proposed a D2D 
resource allocation and power control (DRAPC) framework to increase signal quality 
and degree of resource sharing. In this framework, the author assumed that all user 
equipment’s (UEs) transmit with equal power. However, in reality, this is not the case. 
Interference between D2D links is also not taken into account. Zhang et  al. [31] pro-
posed a deep deterministic policy gradient (DDPG) reinforcement learning method for 
improving the EE in a D2D heterogeneous network. The proposed algorithm is compu-
tationally expensive and not applicable in real time; the impact of interference between 
D2D users is not considered, and the proposed approach assumes that user locations and 
channel conditions are static. Shi et al. [32] proposed a Stackelberg game (SG)-guided 
multi-agent deep reinforcement learning (MADRL) approach that allows D2D users to 
make smart power control and channel allocation decisions in a distributed manner. 
Here,  the author assumed the network was fixed, and the SG framework assumed the 
evolved NodeB (eNodeB) had full information about the network state and the actions of 
D2D pairs. Hamdi et al. [33] proposed the Dinkelbach, Hungarian and conjugate gradi-
ent methods to maximize EE for mobile devices in energy harvesting systems with D2D 
offloading capabilities. The proposed algorithm assumes that the energy harvesting pro-
cess is perfect, meaning there is no energy loss during harvesting. This is not true; there 
may be energy losses due to inefficiencies in the harvesting devices. Abohashish et al. 
[34] proposed the unmanned aerial vehicle trajectory optimization (UAV-TO) technique 
based on reinforcement learning to enhance EE for numerous UEs and maximize the 
utilization of network resources. The proposed scheme assumes that the UAV knows the 
channel conditions and the users’ locations perfectly. This assumption may not hold in 
practice, as the UAV may not have complete information about the network environ-
ment, and the proposed scheme does not consider the impact of interference between 
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the UAV and other users in the network. Rajkumar and Mohammed [35] proposed the 
sequential best throughput seek algorithm (SBTSA) to provide the best throughput to 
D2D pairs without affecting the QoS of the cellular user equipment (CUE). The SBTSA 
algorithm does not consider the impact of channel dynamics. Channel dynamics can sig-
nificantly affect the performance of D2D communication, as the interference between 
D2D pairs and CUEs can vary depending on the channel conditions. For a mobile edge 
computing (MEC) system based on non-orthogonal multiple access (NOMA), the 
authors [36] provided a dynamic optimization model whose goal is to optimize the total 
EE while satisfying the necessary QoS requirements. The paper also proposes a com-
putational partitioning technique to boost the overall throughput of mobile computing 
services. One type of limitation is a non-convex optimization problem that is typically 
difficult to solve. The writer in [37] suggested a way to divide up resources in a way that 
saves energy while transmitting in uplink–downlink decoupled NOMA heterogeneous 
networks (HetNets). Subchannel allocation, user association, and power allocation are 
the two parts of the proposed scheme. The recommended strategy assumes that the base 
station (BS) have full channel state information (CSI). Since CSI is seldom flawless in 
reality, an unsatisfactory performance might occur. The author [38] proposed a dynamic 
optimization strategy to reduce the energy consumption of 5G heterogeneous networks 
while preserving the necessary capacity and coverage. The proposed method optimizes 
small-cell switching, power consumption, and carrier allocation for energy efficiency. It 
also proposes a multi-hop backhauling strategy to effectively utilize the existing infra-
structure of small-cell networks for simultaneous dual-hop transmissions. The proposed 
model does not account for the effect of interference. Interference may seriously impair 
the functioning of heterogeneous cellular networks.

3.1 � Motivation and contribution

3.1.1 � Motivation

The literature survey shows that most researchers focused on conventional mechanisms 
and few game theory approaches; in conventional techniques, researchers focused on 
enhancing the system throughput, energy efficiency, transmission power, and interfer-
ence minimization. The game theory method concentrates on battery life, throughput, 
and energy efficiency. Still, this method has no training phase, unified response, and 
some degree of uncertainty. So, in this work, we have focused on a metaheuristic algo-
rithm, which has a training phase and provides better accuracy of the results with less 
computational complexity when compared to conventional and game theory approaches.

In this paper, we proposed a novel hybrid particle swarm Cauchy approach to African 
vulture  (HPSCAV) optimization with a combination of deep learning MLSTM model 
and a metaheuristic approach for resource allocation in cellular networks.

3.1.2 � Contributions

•	 A metaheuristic HPSCAV optimization algorithm is considered. This algorithm pro-
vides efficient solutions to complex optimization problems. Here, we formulate an 
objective function that evaluates the sum rate of DUE, interference of CUE, and indi-
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vidual DUE rates. Next, we ensure the QoS constraints, such as limiting interference 
and maintaining individual rates. This also enhanced to meet QoS constraints.

•	 Once the QoS constraints were met, we used the deep learning MLSTM technique. 
Here, it controls the power and does the resource allocation.

•	 The combination of the HPSCAV optimization and the MLSTM based approach is 
unique. This mechanism provides flexibility and efficiency compared to conventional 
methods; this hybrid framework allows for a more comprehensive and effective solu-
tion to D2D communication by simultaneously optimizing power and data rate and 
minimizing interference.

•	 Extensive simulation results demonstrate significant performance improvements 
in system capacity, power consumption, SE, and EE compared to existing methods. 
The proposed model enables effective resource allocation with optimal power while 
maintaining QoS.

The rest of this research paper is organized as follows. Section  4 covers the system 
model, Sect. 5 presents the results and discussions, and Sect. 6 discusses the conclusion 
and future scope.

4 � System model
Figure  1 shows the system model for D2D Communication. It consists of a eNodeB 
which is placed at the center. The CUEs and DUEs are deployed randomly around the 
eNodeB. DUE shares the CUE resource block when the channel is free. If many users 
try to use the same resource block, there is interference, making the network vulnerable. 
Consider multi-channel D2D communications in cellular networks, where D2D pairs 
can share CUE resources if the total interference of CUE is less than a predetermined 

Fig. 1  System model of D2D communication
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threshold. The set of D2D pairs and channels is represented by M and N , with |M| = M 
and |N| = N  , respectively. The transmitter power of the CUE and ith D2D pair is rep-
resented as ponC and poni  , respectively, where the CUE and D2D pair share the same 
channel n. The bandwidth and noise spectral density are represented by BW, NS0 , 
respectively.

The gain of the channel between the ith D2D transmitter and the jth D2D receiver 
is labeled as hni,j . Similarly, the channel gain between the ith D2D transmitter and eNo-
deB is labeled as hni,0.

The data rate of DUE is denoted as Dri , and it is represented as

where −→po = po11, po
2
1, . . . , po

N
M .

For effective resource allocation of the uplink cellular network to maximize the DUE 
data rate, minimize the DUE transmission interference to below Ith. To ensure that each 
DUE’s data rate is not less than Drth.

The optimization problem can be formulated as

The first constraint represents the “maximum transmission power” ( pomax ) of the 
DUE, while the second constraint means to minimize interfering with the CUE. The 
third constraint is related to ensuring the minimum data rate of the DUEs. When D2D 
pairs are large, the non-convex optimization problem (2) makes it very difficult to find 
the optimal solution analytically in a short computation time. To address this, a resource 
allocation strategy based on MLSTM can provide a near-optimal solution in a short 
period. QoS constraints 

∑

i∈M
hni,0po

n
i ≤ Ith and Drth ≤ Dri

(−→
po

)

 have to be satisfied as these 

constraints are often violated; if these constraints are violated, then in highly dense net-
work conditions, the network will not be suitable for communication.

4.1 � Scheme of hybrid resource allocation

Figure 2 represents the  long short-term memory (LSTM) neural network model, con-
sisting of two modules; each module consists of dense, united layers; normalized chan-
nel gain and normalized transmit power are given as input to both modules, and the 
output is multiplied by the power.

The hybrid resource allocation scheme combines two methods: the LSTM-based 
approach 

(−→
pol

)

 and the metaheuristic method ( −→poC ). It adaptively selects one of these 
methods depending on the system’s requirements. To identify −→pol , LSTM structure is 
used, which consist of two separate LSTM modules. The input to this LSTM module 
is normalized channel gain and CUEs normalized transmit power. The normalized 
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channel gain is represented as, ĥni,j =
log10(h

n
i,j)−µ

ĥ

σ
ĥ

 , and CUE’s normalized transmit 

power as ponC
pomax

 . Here, µ
ĥ
= Ehni,j

[

log10 h
n
i,j

]

, and σ
ĥ
=

√

Ehni,j

[

(

log10(h
n
i,j)− µ

ĥ

)2
]

 . The 

normalized total transmit power of each D2D pair is determined by the first LSTM 
module, and it is represented as 

∑

n∈N poni
pomax

 . Each channel transmits power proportion is 
found through the second LSTM module and it is represented as poni

∑

n∈N poni
 The LSTM 

based resource allocation strategy, −→pol , can be calculated by multiplying the outputs 
of both LSTM modules by pomax . The LSTM modules are made up of multiple dense 
layers connected unitedly. The input, weight, and bias of ith dense layer are repre-
sented as ini , wii , and bii , respectively. The output is obtained by performing the cal-
culation wiiini + bii . The output of these layers is forwarded through a “Leaky rectified 
linear unit (Leaky ReLU) layer,” which filters out any negative values. The Leaky ReLU 
layer takes inr as input and output is [inr]+ = max(inr , 0).

In (2), the first constraint 
∑

n∈N poni ≤ pomax is always satisfied by the LSTM struc-
ture because sigmoid layer output is between 0 and 1. The output layer of LSTM mod-
ule 2 uses a softmax activation function e

yj
∑

j e
yj  to convert its input yj into a probability 

distribution over multiple classes. In contrast to LSTM module 1, the output of LSTM 
module 2 is composed of M softmax blocks, each with K outputs. This means that the 
softmax layer has a total of M × K  outputs. The output of the ith softmax block rep-
resents the part of transmit power for the ith D2D pair over K channels. The training 
method used for this LSTM is based on unsupervised learning, which means that the 
LSTM can find the optimal solution independently without relying on labeled data. 
This makes the training process easier than supervised learning. The LSTM can 
approximate the optimal solution based on the input data sample. In the training of 
LSTM, the network’s parameters are updated using the loss function (3). The loss 
function ( Lo ) consists of three controlling parameters, �1, �2, and�3 , all of which are 
positive, and the hyperbolic tangent function, tanh(·) i.e., tanh(in) = 1−e−2in

1+e−2in.

Fig. 2  Basic LSTM feed-forward neural network
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The loss function Lo is used to update the parameters of an LSTM for maximiz-
ing the sum rate of DUEs 

∑

i∈M DRi

(−→
po

)

 , while ensuring the interference at CUEs 
∑

l∈M hnl,0po
n
l  is below a threshold ( Ith ), and Dri

(−→
po

)

 is larger than ( Drth ). Larger val-
ues of �1 emphasizing the maximization of the sum rate, �2 emphasize on limiting 
interference, and �3 on meeting minimum rate requirements. [·]+ is operator used in 
the loss function to ensure that the second and third terms related to constraints do 
not affect the loss function value once the constraints have been fulfilled. The use of 
tanh(·) ensures that the loss function does not grow too large.

The training of the LSTM also involves using dropout, which involves randomly 
ignoring the outputs of hidden nodes, to regularize the learning parameters and pre-
vent overfitting. Despite achieving near-optimal performance, as demonstrated by 
simulation results, the second and the third constraints of the QoS constraint can still 
be violated with a non-negligible percentage. To efficiently satisfy QoS constraints, a 
resource allocation strategy that combines the results from metaheuristic HPSCAV 
and MLSTM based scheme ( −→pol ) is considered. The HPSCAV scheme is determined 
by assuming that each DUE allocates the same transmit power ( poHPSCAV ), resulting 
in −→poc = poHPSCAV · 1M.N  , where 1in in is a vector of all ones with length as in.

An optimization problem can be used to determine the best value of poHPSCAV as 
per (4),

A low-computation exhaustive search can be used to find the optimal solu-
tion according to (4) as it involves only one optimization parameter, poHPSCAV . The 
resource allocation strategy, −→po∗ , use −→poC instead of −→pol when either QoS constraints 
are not met by the LSTM based allocation. The formulation of −→po∗ is shown as (5),

As per (6), for the LSTM based scheme, Iin is the indicator function, and p̂nl  repre-
sents the transmit power of the lth D2D pair assigned to channel n.

Spectral efficiency (SE) of the system is expressed using (7)
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Energy efficiency (EE) of the system is calculated using (8)

4.2 � Hybrid Particle Swarm Cauchy Approach to African Vulture Optimization (HPSCAV)

Hybrid HPSCAV algorithm combines particle swarm optimization (PSO) and African 
vulture optimization (AVO) metaheuristic algorithms, which are used in D2D com-
munication for resource allocation. The above mentioned metaheuristic algorithms are 
optimized by combining PSO, the Cauchy method, and AVO principles. This promotes 
a balance between exploration and exploitation. HPSCAV is an innovative approach, 
inspired by vultures’ hunting behavior, which aims to prevent local optima entrapment, 
enhancing the algorithm’s ability to find globally optimal solutions [39]. By using the 
HPSCAV algorithm, it is possible to optimize network performance and improve SE, EE 
and system capacity through the resource allocation in D2D communication.

4.2.1 � Initialization stage

From Fig. 1, nodes are randomly selected, and the fitness value is calculated based on (2). 
The node with the best fitness value is termed as the first-best vulture, i.e., DUE node, 
and assigned this node to the group, and the second DUE node is termed as the sec-
ond-best vulture DUE node and assigned to group 2 for all the nodes the fitness value is 
calculated. Depending upon the fitness value and position, the remaining nodes move 
toward the respective group. This is done by using (9). The population is dispersed out 
over the entire search area at this stage using (10),

Here, a1 and a2 are the probability factors for choosing the first-best vulture and sec-
ond-best vulture, respectively, whose value ranges from 0 to 1, bi is acquired using a 
roulette wheel strategy; the lower limit is lb , and the upper limit is ub , several vulture 
populations are referred to as Np and the solution is mentioned as position.

4.2.2 � Fitness calculation

The fitness fj of each DUE node in the population is calculated for each iteration to 
obtain the best optimal solution of DUE nodes for both the first and second groups. 
The best solution is obtained for each group by (11) Roulette Wheel with the probability 
value within [0,1].

(7)ηSE =

∑

n∈N BW log2

(

1+
hni,ipo

n
i

NS0BW+
∑

l∈M\{i} h
n
l,ipo

n
l +hn0,ipo

n
C

)

BW

(8)ηEE =

∑

n∈N log2

(

1+
hni,ipo

n
i

NS0BW+
∑

l∈M\{i} h
n
l,ipo

n
l +hn0,ipo

n
C

)

poni

(9)W
(

j
)

=

{

best1 if bi = a1
best2 if bi = a2

(10)Position = rand
(

Np, 1
)

∗ (ub− lb)+ lb
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4.2.3 � Behavior of vulture

The weakest vultures/DUE nodes, those starving, are aggressive and seek food near the 
most robust node because they need more energy to conduct a proper search.

In (10), hungry vultures are denoted as FC , and the present and total number of itera-
tions are denoted as it and maxIT  , respectively. The variable “ s ” represents a random 
number between − 1 and 1; its value changes according to iteration changes, and “u” is 
random number between − 2 and 2.

4.2.4 � Exploration phase

There are two ways that vultures/ DUE nodes look for solutions in random areas. Hav-
ing the parameter b1 in the range [0, 1] aids in choosing which method to use through 
(13) and (14) are used to compare the value of rand b1 from the exploration phase to b1 
to select the best method for searching. The vulture’s search is close to one of the best 
outcomes found by (17), when rand b1 ≥ b1, and rand b1 < b1, vultures are looking for a 
solution in a new and remote area of the environment by (12)

where V
(

j + 1
)

 denotes the preceding iteration vulture location according to (15).

4.2.5 � Exploitation phase

There are two stages and two approaches in the exploitation phase. The attributes b2 and 
b3, with values between [0, 1], are being used to choose one of the approaches in each 
stage. The first stage of DUE node exploitation occurs if FC is greater than 0.5 but less 
than 1 (competing over food), and the second stage of DUE node exploitation occurs 
when FC is below 0.5

The updated location of the node is indicated by V
(

j + 1
)

 , one of the best solutions 
is W

(

j
)

 , and random numbers [ rand5 and rand6 ] in the [0, 1] range represent (sin, cos) 
function of mathematics.

where W
(

j
)

 denotes one top solution of the DUE node, V
(

j
)

 is the current location, 
rand4 defines random number with [0, 1] range and “ od ” represents the distance of the 
DUE node to one of the best DUE node of the two groups. A siege flight (15) is chooses 
if b2 ≥ rand b2, a rotating flight (16) is chosen if b2 < rand b2.

(11)bi =
fj

∑n
j=1 fj

(12)

FC = (2 ∗ rand1 + 1)∗s∗

(

1−
it

maxIT

)

+u∗(sin

(

π

2
∗

it

maxIT

)

+cos

(

π

2
∗

it

maxIT

)

−1)

(13)V
(

j + 1
)

= W
(

j
)

−
(∣

∣Y ∗W
(

j
)

− V
(

j
)∣

∣ ∗ FC
)

(14)V
(

j + 1
)

= W
(

j
)

− FC + rand2 ∗ (ub − lb) ∗ rand3 + lb

(15)V
(

j + 1
)

=
∣

∣Y ∗W
(

j
)

− V
(

j
)∣

∣ ∗ (FC + rand4)− od
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where

PSO is a recursive numerical approach to optimization to enhance node solutions. The 
Cauchy-based PSO (CPSO) [40] is a variation of PSO that produces new solutions using 
the Cauchy distribution. This distribution is used to generate random values that reflect 
the current search state, making the optimization process more robust and effective, 
especially in the presence of noise or high-dimensional optimization problems.

Using (20) and (21), the long-tail Cauchy mutation helps trapped nodes escape from 
local maxima and discover new regions in the network. Using the Cauchy distribution 
function and a scale parameter t = 1 , the Cauchy mutation Cauchy() is produced which 
is a random number. Overall, HPSCAV improves the performance of the optimization 
process on complex problems by combining the advantages of AVO, PSO, and Cauchy 
mutation. The ability of the algorithm to avoid local optima and locate high-quality solu-
tions is enhanced by using the Cauchy mutation with a long tail and transforming opti-
mized node information to a new search space of the network.

Initially in African vulture optimization, there is a chance of not getting the best opti-
mized node due to local maxima problem so we have added Cauchy mutation in African 
vulture optimization, i.e., in (20) and (21), which avoids local maxima problem and helps 
to achieve best node. This best node is used as input to MLSTM for further processing. 
From (20) onward is a modified expression which is used for the proposed algorithm.

Where D1 and D2 denote DUE node motion, best1 and best2 represent the current iter-
ations prioritized first and second in both groups. Levy flight enhances the algorithm, FC 
is the calculated starvation rate, V (j ) is the current location, and V

(

j + 1
)

 is the updated 
vulture location according to (22),

(16)V
(

j + 1
)

= W
(

j
)

− (M1 +M2)

(17)M1 = W
(

j
)

∗
rand5 ∗ V

(

j
)

2π
∗ cos

(

V
(

j
))

(18)M2 = W
(

j
)

∗
rand6 ∗ V

(

j
)

2π
∗ sin

(

V
(

j
))

(19)V
(

j + 1
)

=
D1 + D2

2

(20)D1 = best1 −
best1 ∗ V

(

j
)

best1 − V
(

j
)2

∗ FC + Cauchy()

(21)D2 = best2 −
best2 ∗ V

(

j
)

best2 − V
(

j
)2

∗ FC + Cauchy()

(22)V
(

j + 1
)

= W
(

j
)

−
∣

∣od ∗ FC ∗ LevyF(q)
∣

∣
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where u and v are numbered in the range [0, 1]. β is predetermined and the default value 
of 1.5, the HPSCAV algorithm should be tuned to balance the exploitation and explora-
tion of the solution space and to avoid premature convergence to sub-optimal solutions.

The HPSCAV then uses (13) to (22) to compute the updated best optimized DUE node 
position in terms of power, and the data rate of the nodes for the entire process is deter-
mined. Here, the solution indicates the optimized values concerning the power and data 
rate of DUEs.

4.3 � Workflow of the proposed model

Figure 3 represents the workflow of the proposed model. In this proposed model after 
initialization, the nodes are divided into two groups, next the node enters into explo-
ration phase when FC value is greater than 1 and the node position is updated based 
on (13) and (14). If the FC value is less than 1, then the exploitation phase starts; here, 
again FC value is checked if it is greater than 0.5, and then node positions are updated 
using (15) and (16). Else the nodes are updated using (17) and (18), now the optimized 
node is given as input to the MLSTM model for resource allocation. Notations used for 
the essential parameters are listed in Table 1. 

4.4 � Modified long short‑term memory (MLSTM)

The hybrid particle swarm Cauchy approach is an optimization algorithm based on 
the African vulture optimization and Cauchy distribution, applied to the LSTM model 
known as MLSTM. The proposed model employs the MLSTM to make decisions regard-
ing optimal resource allocation.

Figure 4 illustrates the training process of LSTM; the term LSTM refers to a recurrent 
neural network (RNN) type that can effectively capture long-term temporal dependencies 
in sequential data. LSTMs are designed to overcome the problems of traditional RNNs,

(25) to (29) are used to model the LSTM’s forward training process,

(23)where LevyF(q) = 0.01 ∗
u ∗ σ

|v|
1
β

(24)σ =





r(1+ β) ∗ sin
�

πβ
2

�

r(1+ β) ∗ β ∗ 2 ∗
�

β−1
2

�





1
β

(25)st = σ
(

Vf · [ut−1, yt ]+ df
)

(26)jt = σ(Vf · [ut−1, yt ]+ di

(27)Bt = st ∗ Bt−1 + jt ∗ tanh(Vc · [ut−1, yt ]+ db

(28)Qt = σ
(

Vq · [ut−1, y]+ dq
)

(29)ut = Qt ∗ tanh(Bt)
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Fig. 3  Workflow of the proposed model
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where the activation of the input, forget, and output gates are indicated by st , jt , and Qt , 
Bt and ut stand for each cell’s and each memory block’s respective activation vectors and 
the terms V  and d stand for the individual weight matrix and bias vector.

Table 1  Notations used for the essential parameters

s.no. Notation Details

1. eNodeB evolved NodeB

2. ponC The transmitter power of ith CUE

3. poni The transmitter power of ith DUE

4. NS0 Noise spectral density

5. hni,j Channel gain between ith D2D transmitter and jth D2D receiver

6. hni,0 Channel between the ith D2D transmitter and eNodeB

7. Dri Achievable data rate of DUE

8. Ith Threshold interference

9. −→
pol LSTM approach

10. −→
poC Metaheuristic approach

11. FC Hungary vultures

12. ini Input of LSTM

13. wii Weight

14. bii Bias

15. Lo Loss function

16. �1 Parameter for sum-rate maximization

17. �2 Parameter for limiting interference

18. �3 Parameter for minimum rate requirements

19. ηSE Spectral efficiency

20. ηEE Energy efficiency

21. st Input gate vector

22. jt Forget gate vector

23. Bt Cell block

24 Qt Output gate vector

25 ut Memory block activation vector

26 V Weight matrix

27 d Bias vector

Fig. 4  Training process of LSTM
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The entire population of the DUE nodes is divided into two groups; at first, two ran-
dom DUE node is selected, and their fitness value is calculated using (2) based upon the 
fitness value, the node with the best fitness value is termed a first-best node and assigned 
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to the group1, the second node is termed as a second-best node and assigned to group 
2 like that for all the nodes fitness value is calculated and update the value of the node, 
now depending upon the starvation rate FC of a node if it is greater than one than the 
node enters into the exploration phase it means that the search for the optimized node 
continues. If the FC is less than one, the node enters into the exploitation phase here; 
the DUE node passes its information to the next node, which is near that node; thus, 
after checking all the nodes, the optimized position of the DUE node is given as input to 
MLSTM; it calculates the fitness value based on the loss function. MLSTM with a low 
loss function value is chosen as the best node. Thus, MLSTM does the resource alloca-
tion and continues until the end of the iterations. The expected use of this algorithm is to 
optimize resource allocation in a D2D communication system by maximizing data rate, 
enhancing energy efficiency, and improving the system’s capacity.

4.5 � Analysis of computational and space complexity

The time complexity of the MLSTM model is shown in (30)

since (30) is a first-order technique in which AVO’s computational complexity consists 
of three fundamental processes: initialization, fitness evaluation, and updating of DUE 
node position. In the network, the computational complexity of DUE nodes is O(N), 
searching the best DUE node and updating the best DUE node vector is represented as 
O(T*N) + O(T*N*D), respectively, where T is number of iterations and D is the dimen-
sion. The optimized node is input to the MLSTM model, so the time complexity of 
MLSTM is less compared with the LSTM model.

(2) Space complexity: The MLSTM model has n D2D pairs, and its space complexity is 
shown in Eqs. (31) and (32)

as we are using T iterations and the number of D2D pairs is n, the space complexity 
becomes

5 � Results and discussion
Table 2 shows the simulation parameters of the system model.

Figure 5 shows the graph between uplink channel capacity (bps) versus transmit power 
(W), it is observed that at the same transmit power, say 0.5 W, the proposed model 
has shown better improvement in channel capacity compared to the existing models 
autonomous power efficient resource allocation algorithm (APERAA), AVO, and CPSO 
because optimized DUE node based on interference minimization constraint, there are 
least number of redundant DUE node, so that the uplink system capacity is improved 
with respect to transmit power.

(30)
cc = O (T ∗L ∗ nst ∗ nut ∗ 4+ nut ∗ nut ∗ 4+ nut ∗ nQt + nut ∗ 3)+O(N ∗ (T + T ∗ D)

(31)Space complexity = O(log n)

(32)Space complexity = O(T ∗ log n).
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Figure  6 compares SE (b/s/Hz) and transmit power (W). It is observed that as the 
transmission power increases the SE is also increasing because due to the optimized 
transmit power and minimized interference of the DUE node in the network.

Table 2  Simulation parameters

Parameter names Assigned values

Cell radius 600 m

Carrier frequency 5 GHz

D2D distance 10–600 m

The standard deviation for the shadowing effect 8 dB

Noise power − 174 dBm/Hz

Transmission power 1 Watt (W)

Path loss exponent 4

Path loss constant 10–2

Fig. 5  Uplink channel capacity versus transmit power

Fig. 6  Spectral efficiency versus transmit power
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In Fig. 7, a comparison of energy efficiency (b/J) and transmit power is shown; we 
can see that as transmission power increases energy efficiency also increases because 
transmission power has an impact on the SINR of the received signal. As SINR 
increases, the receiver can decode the signal more accurately with fewer retransmis-
sions, which reduces overall energy consumption and improves energy efficiency.

Table 3 is derived from Fig. 5. Table 3 shows the overall uplink channel capacity for 
different transmit power levels. The transmit power levels are listed in the first row, 
ranging from 0.4 to 1 W. For ease of explanation, we have taken transmit power at 0.4 
W. At 0.4 W, the algorithms APERAA, AVO, CPSO, and HPSCAV-MLSTM achieved 
channel capacity of 8.8 bps, 9.3 bps, 9.5 bps, and 10.63 bps, respectively. Table  3 
shows that channel capacity is improved in the HPSCAV-MLSTM model when com-
pared with the prevailing methods.

From Table 4, it is inferred that at 0.4 W, the algorithms AVO, CPSO, and HPSCAV-
MLSTM achieved 5.68%, 7.95%, and 20.8% improvement in channel capacity, respec-
tively, when compared to the existing model APERAA, and at 0.7 W, AVO, CPSO, 
and HPSCAV-MLSTM achieved 13.22%,12.5%, and 31.53% improvement in channel 
capacity, respectively. Similarly, at 1W, the algorithms AVO, CPSO, and HPSCAV-
MLSTM achieved 14.35%, 16.67%, and 44.7% improvement, respectively. From this, 
the proposed model users achieved better channel capacity at lower transmit powers 
due to the better performance of the optimized model.

Fig. 7  Energy efficiency versus transmit power

Table 3  Overall uplink channel capacity versus transmit power

Transmit power (W) 0.4 0.5 0.6 0.7 0.8 0.9 1

Channel capacity (bps)

HPSCAV-MLSTM 10.63 10.65 10.69 11.68 12.28 12.22 13.9

CPSO 9.5 9.5 9.7 9.9 10.6 10.9 11.2

AVO 9.3 9.7 9.75 10.02 10.5 10.5 11

APERAA​ 8.8 8.8 8.8 8.85 9.15 9.3 9.62



Page 20 of 28Pasha and Mohamad ﻿J Wireless Com Network         (2024) 2024:12 

Table 5 is derived from Fig. 6. Table 5 shows comparison of spectral efficiency for dif-
ferent transmit power. From Table 5, it is inferred that at 0.4 W, the algorithms APERAA, 
AVO, CPSO, and HPSCAV-MLSTM achieved, 1.76,1.92, 1.85, and 2.05, respectively, 
expressed in b/s/Hz, At 0.7 W, the algorithms APERAA, AVO, CPSO, and HPSCAV-
MLSTM achieved 1.77,2.36, 2.15 and 2.77, respectively. Similarly, at 1 W, APERAA, 
AVO, CPSO, and HPSCAV-MLSTM achieved 1.92, 2.6, 2.79 and 3.4, respectively. The 
capacity of the system is enhanced which shows the positive impact on the spectral 
efficiency.

From Table  6, it is inferred that at 0.4 W, the algorithms AVO, CPSO, and 
HPSCAV MLSTM achieved 9.09%,10.08%, and 16.48% improvement in SE; at 0.7 W, 
AVO, CPSO, and HPSCAV-MLSTM achieved 33.33%, 21.47%, and 46.89%, respec-
tively, when compared to existing model APERAA. Similarly, at 1 W, AVO, CPSO, and 
HPSCAV-MLSTM achieved 35.42%, 45.31%, and 77.08% improvement, respectively, 
when compared to the existing model APERAA and at even less power transmission 
user achieved better SE due to the better performance of the optimized model.

Table 7 is derived from Fig. 7. Table 7 shows the EE expressed in (b/J) of different 
algorithms at various transmit power levels. At the transmit power level of 0.4 W, 
APERAA, AVO, CPSO, and HPSCAV-MLSTM achieved EE of 1.76, 2.33, 1.93, and 

Table 4  % improvement in channel capacity when compared with the existing model

Transmit power (W) Uplink channel capacity (bps)

APERAA versus AVO APERAA versus CPSO APERAA versus 
HPSCAV-MLSTM

0.4 5.68 7.95 20.8

0.7 13.22 11.86 31.07

1 14.35 16.42 44.4

Table 5  Comparison of spectral efficiency of the proposed model with the existing one

Transmit power (W) 0.4 0.5 0.6 0.7 0.8 0.9 1

Spectral efficiency (b/s/Hz)

HPSCAV-MLSTM 2.05 2.3 2.37 2.6 2.77 3.16 3.4

CPSO 1.85 1.95 1.99 2.15 2.62 2.75 2.79

AVO 1.92 1.99 1.85 2.36 2.5 2.59 2.6

APERAA​ 1.76 1.76 1.76 1.77 1.84 1.86 1.92

Table 6  % improvement in spectral efficiency when compared with the existing model

Transmit power (W) SE (b/s/Hz)

APERAA versus AVO APERA versus CPSO APERA versus 
HPSCAV-
MLSTM

0.4 9.09 10.08 16.48

0.7 33.33 21.47 46.89

1 35.42 45.31 77.08
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2.64, respectively. At 0.7, APERAA, AVO, CPSO, and HPSCAV-MLSTM achieved 
1.77, 3.14, 2.92, 3.59, respectively; similarly, at 1 W, APERAA, AVO, CPSO, HPSCAV-
MLSTM achieved 1.9, 2.67, 3.25, and 3.69, respectively.

From Table  8, it is inferred that at 0.4 W, AVO, CPSO and HPSCAV-MLSTM 
achieved an improvement of 32.39%, 9.66%, and 50%, respectively; at 0.7 W, AVO, 
CPSO, and HPSCAV-MLSTM achieved an improvement of 57.39%, 64.97%, and 
95%, respectively; similarly at 1 W, AVO, CPSO, and HPSCAV-MLSTM achieved an 
improvement of 39.06%, 69.27%, and 92%, respectively, in EE when compared with 
the existing APERAA model. The system’s energy efficiency has improved as the con-
straint condition is not violated, and DUE nodes with the best-optimized value are 
taken.

In Fig. 8, the comparison of SINR with varying distances between D2D pairs is pre-
sented. It is illustrated that the proposed model outperformed the existing model in 
terms of SINR improvement, and it is also observed that the value of SINR increases 
with decreasing distances between D2D pairs. This is because as D2D devices get 
closer together, the signal power of the DUE node is increases so the interference 
power is minimized which enhance the SINR.

Figure 9 illustrates the comparison of SINR with varying distances between eNodeB 
and D2D pairs. It can be noticed that as D2D devices move away from the eNodeB, 
the received signal strength from the eNodeB decreases, which can result in a higher 
SINR.

Table 9 is derived from Fig. 8; Table 9 represents the SINR values for different mod-
els at different distances between D2D pairs. Here, SINR absolute values are taken. 
The proposed model, i.e., “HPSCAV-MLSTM” and the “APERAA” model, is compared 
in the Table 9. The number of D2D pairs varies from 1 to 8, and the SINR values are 
shown for each method at different Ynn values. For instance, at Ynn = 20 and with 
1 D2D pair, the proposed model achieved an SINR value of 837, while the APERAA 

Table 7  Energy efficiency of different algorithms at various transmit powers

Transmit power (W) 0.4 0.5 0.6 0.7 0.8 0.9 1

EE (b/J)

HPSCAV-MLSTM 2.64 2.77 3.05 3.59 3.341 3.72 3.69

CPSO 1.93 2.5 2.25 2.92 3.05 3.43 3.25

AVO 2.33 2.43 2.24 3.14 3.22 2.91 2.67

APERAA​ 1.76 1.76 1.76 1.77 1.84 1.86 1.92

Table 8  % improvement in energy efficiency when compared with the existing model

Transmit power (W) EE (b/J)

APERAA versus AVO APERAA versus CPSO APERAA versus 
HPSCAV-
MLSTM

0.4 32.39 9.66 50.0

0.7 57.39 64.97 95

1 39.06 69.27 92.19
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method achieved an SINR value of 614. Similarly, at Ynn = 30 and D2D pair 1, the 
proposed model achieved an SINR value of 163, while the APERAA method achieved 
an SINR value of 114. In the same way at Ynn = 40 and D2D pair 1, the proposed 

Fig. 8  SINR versus number of D2D pairs with varying distances between D2D pairs

Fig. 9  SINR versus number of D2D pairs with varying distances between D2D pairs and  eNodeB

Table 9  SINR versus D2D pairs with different distance values between the D2D pair in meters (m)

Models Distance between 
D2D pairs in m

No. of D2D pair

1 2 3 4 5 6 7 8

HPSCAV-MLSTM Ynn = 20 SINR 837 506 432 226 203 154 123 91

APERAA​ 614 305 204 154 114 104 94 84

HPSCAV-MLSTM Ynn = 30 163 95 72 45 30 21 14 14

APERAA​ 114 70 50 30 22 14 7 7

HPSCAV-MLSTM Ynn = 40 63 45 30 24 19 15 11 11

APERAA​ 55 23 14 6 4 4 4 4
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method achieved an SINR of 63, while the APERAA achieved an SINR value of 55. 
This shows that the proposed model achieved better SINR.

Table  10 is derived from Fig.  9; Table  10 shows the SINR values for different mod-
els and the number of D2D pairs with the varying distance between the D2D pair and 
eNodeB. The HPSCAV-MLSTM and APERAA models are compared in this table. The 
results are presented for three different values of Ymn (distance between the D2D pairs 
and eNodeB. For instance, when the distance between D2D pairs and eNodeB is 100 m 
(i.e., Ymn = 100), the proposed method achieves SINR values ranging from 36,478 for a 
single D2D pair to 4267 for 7 D2D pairs. On the other hand, APERAA achieves SINR 
values ranging from 10,250 for a single D2D pair to 1250 for 7 D2D pairs. Similarly, the 
table presents SINR values for the proposed and APERAA methods for Ymn values of 
200 and 300 m.

Figure 10 compares system capacity and transmit power at varying distances between 
D2D pairs and eNodeB. It has been observed that when the transmit power of a D2D 
user increases, the D2D system capacity also increases because as the D2D transmission 
power increases, the D2D receiver has enough signal strength to resist the noise and 
interference, so the system capacity is improved.

Table 10  SINR versus D2D pairs with Ymn (distance between D2D pair and eNodeB in meters (m))

Models No. D2D pair 1 2 3 4 5 6 7

HPSCAV-
MLSTM

Ymn = 100 SINR 36,478 13,647 11,647 9631 7564 6742 4267

APERAA​ 10,250 9750 8456 7523 3581 1250 1250

HPSCAV-
MLSTM

Ymn = 200 223,645 102,364 92,364 55,647 13,648 8236 6314

APERAA​ 196,547 99,364 87,456 50,476 10,023 5798 4597

HPSCAV-
MLSTM

Ymn = 300 823,456 501,524 315,978 226,369 198,714 159,874 136,954

APERAA​ 801,250 401,250 291,475 201,250 151,250 121,520 101,250

Fig. 10  Transmit power versus system capacity for varying distances between D2D pairs and eNodeB
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Figure 11 compares system capacity and transmit power for various D2D pair dis-
tances. It has been analyzed that for a fixed transmission power, the system capacity 
is increased because, as the D2D pair distance increases, the interference between the 
adjacent nodes is decreased.

Table  11 is derived from Fig.  10; from Table  11, it is inferred that at 0.5 W and 
Ymn = 100 m, HPSCAV-MLSTM achieved 70 bps system capacity, at the same trans-
mission power and Ymn = 200 HPSCAV-MLSTM achieved 92 bps similarly at same 
transmit power and Ymn = 300 HPSCAV-MLSTM achieved 144 bps system capacity 
when compared with the existing model APERAA. We can see a similar improvement 
in the system capacity of the HPSCAV-MLSTM when compared with the existing 
model at other transmission power levels. From this, it is clear that as the distance 
between the D2D pairs and eNodeB increases, the interference effect on the D2D 
pairs decreases. Thus, there is an enhancement in the system capacity.

Table  12 is derived from Fig.  11; Table  12 shows the system capacity for different 
transmit power with varying distances between D2D users. At Ynn = 10  m, for the 
APERAA model, the system capacity increases from 66 bps at 0.5 to 70 bps at 0.9 
transmit power, and for HPSCAV-MLSTM from 72 bps at 0.5 W transmit power to 

Fig. 11  Transmit power versus system capacity for varying distances between D2D pairs

Table 11  System capacity versus transmit power (W) with Ymn (distance between D2D pairs and 
eNodeB in meters (m))

Models Transmit power (W) 0.5 0.6 0.7 0.8 0.9

HPSCAV-MLSTM Ymn = 100 System capacity (bps) 70 72 73 77 79

APERAA​ 66 68 69 70 72

HPSCAV-MLSTM Ymn = 200 92 95 96 96 99

APERAA​ 86 87 89 90 92

HPSCAV-MLSTM Ymn = 300 144 147 154 155 172

APERAA​ 101 102 104 105 106
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83 bps at 0.9 W transmit power. Similarly, Ynn = 20  m and Ynn = 30  m, HPSCAV-
MLSTM achieved better system capacity than the existing APERAA  model. As the 
distance between the D2D pairs increases, the interference caused by the nearby 
users decreases, which leads to enhancement in the system capacity.

The accuracy factors of the system capacity per transmitter in the network are based 
on channel conditions, interference levels, and system requirements. In the MLSTM 
model, constraint (2) minimizes the DUE interference and optimizes the power required 
to maintain the desired QoS. So that overall system capacity per transmission power is 
improved.

5.1 � Accuracy of the results

Table  13 shows the accuracy percentages for four different models (APERAA, AVO, 
CPSO, and HPSCAV-MLSTM) after 50 and 100 epochs of training. The HPSCAV-
MLSTM model achieved the highest accuracy of 95.45% after 100 epochs, and it also 
had the largest improvement in accuracy (15.43%) from 50 to 100 epochs. Optimized 
node is obtained from the HPSCAV, and this optimized node is fed to the MLSTM due 
to that the accuracy of the proposed model is increased.

6 � Conclusion and future scope
Efficient resource allocation is a challenging task in next-generation networks. In this 
research work, an innovative resource allocation in the D2D communication model 
was developed. Initially, we performed optimization using the HPSCAV algorithm. 
The HPSCAV algorithm can strike a balance between exploitation and exploration, 
reducing the possibility of becoming trapped in local optima and acting as a viable 
global optimizer. In the next stage, we have combined HPSCAV with MLSTM, a deep 
learning model. The combined algorithm, i.e., HPSCAV with MLSTM, maximized the 

Table 12  System capacity versus transmit power (W) with different Ynn (distance between D2D 
pairs in meters (m))

Models Transmit power (W) 0.5 0.6 0.7 0.8 0.9

HPSCAV-MLSTM Ynn = 10 System capacity (bps) 72 73 77 79 83

APERAA​ 66 67 68 69 70

HPSCAV-MLSTM Ynn = 20 73 75 78 81 85

APERAA​ 70 72 75 77 79

HPSCAV-MLSTM Ynn = 30 106 107 109 113 114

APERAA​ 93 95 97 100 102

Table 13  Accuracy comparison of the different models with epochs 50 and 100

Model Accuracy% for 50 epochs Accuracy% for 
100 epochs

APERAA​ 50.5 66.6

AVO 62.7 75.2

CPSO 68.46 80.78

HPSCAV-MLSTM 80.02 95.45
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sum rate of uplink users while minimizing interference from CUEs, ensuring each 
DUE’s minimum rate. In this approach, constraints related to power, interference, and 
data rates are considered, and optimized nodes in terms of power, interference, and 
data rate are fed to the input of the MLSTM model. The nodes that satisfy the optimi-
zation criteria are considered for communication in the network, so the time taken to 
adjust the weights and biases is minimized which not only reduced the computational 
complexity, but also increased the accuracy of the proposed model. Results validate 
that the proposed model achieved better performance regarding channel capacity, 
SINR, SE, and EE than the prevailing algorithms. Thus, the D2D model demonstrated 
efficient resource allocation and optimal power allocation. Further, in the future, we 
can include joint optimization and an energy harvesting scenario for energy-efficient 
resource allocation.
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