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Abstract 

The integration of both sensing and communication functions is a crucial feature 
for future communication systems. This paper considers a novel scenario where a radar 
covers multiple small-cell base stations which operate in different spectra. Due 
to the limited spectra resource, the radar needs to reuse the spectra of one BS for track-
ing. To suppress interference and improve performance, we propose a framework 
including two stages and the corresponding communication and sensing algorithms. 
Specifically, at the detection stage, we aim to minimize the system transmit power 
while maintaining the performance of both radar and communication. At the track-
ing stage, our goal is to maximize the radar sensing performance under a given power 
budget, while ensuring communication quality. Due to the complexity of the original 
problem, we address it by introducing auxiliary variables and proposing a penalty 
dual decomposition-based algorithm, enabling us to solve a more tractable form 
of the problem. In the inner loop, we propose a concave–convex procedure-based 
algorithm to handle the optimization problem, while adopting the block coordinate 
descent algorithm to iteratively update the variables. In the outer loop, we update 
the penalty term or Lagrange multipliers. Furthermore, we propose a radar target 
parameter estimation algorithm based on successive interference cancellation, which 
aims to mitigate communication interference. Finally, numerical simulations demon-
strate the effectiveness of the proposed system, and the superior performance of our 
proposed algorithms over benchmark algorithms.

Keywords:  Spectrum sharing, Joint design, Radar-communication coexistence, 
Parameter estimation

1  Introduction
With the advent of the 6 G era, the proliferation of wireless communication devices is 
surging, while spectrum resources remain scarce. To alleviate this contradiction, future 
communication systems need to explore the possibility of coexisting with other systems 
in the same frequency band. Meanwhile, radar technology, after decades of develop-
ment, has found extensive application in fields such as aviation navigation. In order to 
prevent mutual interference between radar and communication systems, both systems 
are exploring higher-frequency bands and the potential for coexistence [1]. The matter 
of spectrum sharing between radar and communication systems has garnered significant 
interest from industry and academia in recent years [2, 3].
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Currently, there are two primary research directions aimed at resolving the challenge 
of cooperative spectrum sharing between radar and communication: radar-communica-
tion coexistence (RCC) and dual-functional radar-communication system (DFRC). The 
former direction aims to develop various interference management techniques to enable 
simultaneous operation of the two systems [4–7]. The latter direction aims to achieve 
remote sensing and wireless communication using a single signal generated by a single 
platform [8–13]. Although the DFRC system may outperform the RCC system, develop-
ing a single waveform for two purposes poses significant complexity challenges. There-
fore, this paper focuses on the RCC direction, aiming to suppress mutual interference 
through joint system design.

In scenarios where radar and communication systems coexist, mitigating or minimiz-
ing mutual interference presents a substantial challenge. Furthermore, harnessing the 
potential collaboration between radar and communication systems is crucial. Current 
studies have focused on exploring joint beamforming designs to enable the coexistence 
of radar and communication systems [14, 15]. According to the knowledge of the radar 
sampling scheme, a method has been proposed in [16] to design the communication 
transmit covariance matrix, which reduces the effective interference power at radar. In 
[17], the authors have employed a multi-objective optimization technique to optimize 
radar transmit power and allocate bandwidth in order to enhance overall system per-
formance. In [15], the spectrum sharing between multi-user multiple-input multiple-
output (MU-MIMO) communication and MIMO radar is considered, and the transmit 
beamformer is optimized to maximize the detection probability of the radar while main-
taining communication quality. One approach for mitigating radar interference involves 
projecting the radar waveform into a null space [18–20]. Another approach is optimizing 
the radar receiving filter to mitigate interference caused by communication systems [21]. 
Co-design in the time domain and spatial domain has also been investigated [22–25]. 
Specifically, joint design of the communication transmit covariance matrix and radar 
sampling scheme is explored in [22, 23], formulated as a non-convex optimization prob-
lem and solved by the alternating optimization algorithm. In [24], the co-design of radar 
pulse and the communication matrix has been studied. In [26], the authors consider an 
integrated sensing and communication system operating on a single device, and schemes 
are proposed to flexibly allocate the limited power and bandwidth resources. Previous 
research, as seen in [22–26], has only examined two scenarios: where the radar system 
operates in the same spectrum with all BSs or it operates in different spectra by spec-
trum allocation. In this paper, we consider the dynamic spectrum sharing between the 
radar and communication systems. Specifically, the radar dynamically re-uses the spec-
trum of BSs.

In [27–29], novel frame structures for DFRC base stations (BSs) have been proposed 
for communication and target detection as well as tracking. In particular, the authors in 
[27] have developed a time division duplex (TDD) frame structure which splits the sys-
tem operations into three stages: radar target search, radar transmit beamforming, and 
radar target tracking. Extended Kalman filtering frameworks have also been developed 
to track and predict parameters of vehicles while maintaining communication quality 
[28]. Furthermore, inspired by the frame structures in DFRC systems, we seek to investi-
gate an effective integrated system of RCC for detection and tracking.
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For target parameter estimation, [30] has proposed a waveform design method in coop-
erative radar-communication systems. In [31], an orthogonal time frequency space (OTFS) 
modulation has been investigated for joint communication and radar parameter estima-
tion system. In [32], a practical algorithm has been investigated for interference cancella-
tion in ZigBee communication. To the best of the author’s knowledge, no existing studies 
have concentrated on the parameter estimation of radar target using successive interference 
cancellation (SIC). Furthermore, we seek to investigate an effective SIC-based method to 
mitigate the communication interference for parameters estimation.

To summarize, our main contributions in this paper are:

•	 We introduce a new spectrum sharing scenario where the radar system strategically 
reuses the spectrum of a specific small-cell base station (BS).

•	 Our proposed novel RCC frame structure realizes efficient radar target detection and 
tracking while simultaneously meet requirements for downlink.

•	 To handle the non-convex optimization problems in both stages, we reconfigure the 
original problems into a more manageable form by introducing auxiliary variables and 
proposed a penalty dual decomposition (PDD)-based algorithm, with a guarantee of 
convergence to a stationary point.

•	 To mitigate the communication interference to the radar, we propose a SIC-based algo-
rithm for target parameter estimation. The simulation results demonstrate the superior 
performance of the proposed algorithm compared to the benchmark algorithms.

1.1 � Organization

The structure of this paper is as follows. Section 3 introduces the framework and process 
of the whole system. The proposed target parameter estimation algorithm is presented in 
Sect. 4. Sections 5 and 6 propose the joint design schemes for the target detection and the 
target tracking, respectively. Numerical experiments are provided in Sect. 7, and conclu-
sions are drawn in Sect. 8.

Notations: In this paper, lowercase letters denote scalars, e.g., a, boldface lowercase let-
ters denote vectors, e.g., a , and boldface upper letters denote matrices, e.g., A . I represents 
the identity matrix. The conjugate operator, transpose, and Hermitian are denoted by (·)∗ , 
(·)T , and (·)H , respectively. For a matrix A , diag(·) denotes a vector whose elements are the 
correlated with the diagonal of A , a denotes the Euclidean norm of a , and A denotes the 
Frobenius norm of A . 0m×n denotes the m× n all-zero matrix. The real value of a complex 
scalar is denoted by ℜ(·) and |·| denotes the absolute value of a complex scalar. Moreover, we 
use Cm×n

R
m×n  to denote the space of m× n complex-valued (real-valued) matrix. For 

the m× n matrix A = [a1,a2, . . . ,an] , we define that vec(A) = [aT1 ,aT2 , . . . ,aTn ].

2 � Methods/experimental
In our study, the radar system coexists with multiple small-cell base stations, each oper-
ating on distinct frequency bands. Crucially, the radar only reuses the frequency band 
of one selected base station. This configuration ensures that interference to the radar 
is exclusively from this single base station’s communications signal, while other base 
stations operating on different frequencies do not interfere with the radar operations. 
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Differing from the study in [25] and the conventional system where radar and com-
munication systems share the same spectrum, we introduce a radar-communication 
coexistence system where the radar selectively re-uses the spectrum of small-cell BSs. 
Particularly, the radar chooses one of the small-cell BSs to re-use its spectrum. To realize 
the target detection and target tracking of radar, we propose a novel RCC frame struc-
ture which can be split into two stages, namely (1) radar target detection and (2) radar 
target tracking. At the detection stage, we propose a joint system design that fulfills the 
requirements of both radar and communication tasks and estimate parameters of the 
potential target. We aim to minimize the system power while simultaneously preserving 
radar detection performance and communication quality. At the tracking stage, we aim 
to maximize the radar sensing performance under a given power budget while ensur-
ing communication quality. Furthermore, to mitigate the communication interference to 
the radar, a SIC-based algorithm for target parameter estimation is proposed. Compared 
with benchmark algorithms, the proposed algorithms show the superior performance.

3 � System model
In this section, the model of the studied RCC system is introduced first. As shown in 
Fig. 1, we consider that there are K small-cell base stations which are covered by a co-
located MIMO radar. Each small-cell BS is considered as a multiple-input single-output 
(MISO) communication system. To effectively manage inter-cell interference, we ensure 
that the spectrum assigned to each base station is orthogonal to that of its neighbors. 
This orthogonality is achieved through strategic frequency planning, where non-over-
lapping frequency bands are allocated to adjacent cells. The MIMO radar is a narrow-
band system, utilizing a uniform line array of half-wavelength spacing with MT transmit 
antennas and MR receive antennas. Each BS is equipped with NT transmit antennas and 
serves one single-antenna user on each orthogonal channel [33, 34]. A single base sta-
tion serving only one user seems less common in practical large-scale deployments. 

Fig. 1  A RCC system
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However, the choice was strategically made to simplify the initial analysis and clearly 
demonstrate the fundamental interactions and spectrum sharing techniques between 
radar and communication systems. This scenario assumes a working bandwidth of 
5MHz for all base stations. The radar is positioned alongside highways, covering a radius 
of several kilometers. The scenario involves one target that is a few kilometers away from 
the radar, and we have no prior knowledge of the target. We consider that the radar re-
uses one of frequency bands occupied by the BS since the bandwidth of 5MHz is enough 
for the radar function. To track the target, we propose a detection-tracking framework 
comprising two stages: the detection stage, aimed at detecting the target, and the track-
ing stage, aimed at tracking the target.

3.1 � Radar model

At the detection stage, due to the limited number of antennas, we divide the detec-
tion area into M directions to guarantee the detection performance, denoted by 
{θm}, ∀m ∈ M � {1, . . . ,M} , and it still works when the number of antennas increases 
[7]. Under a given pulse repetition interval (PRI), the radar transmits a train of L nar-
rowband pulses. The space-time code matrix of the transmit signal is denoted by 
S = [s1, . . . , sL] ∈ C

MT×L , where sl ∈ C
MT×1 is the vector of transmit signal at the l-th 

chirp.
Given that there is only one target within the radar’s detection range and the ground 

and other clutter are relatively minor, the clutter can be approximated as Gaussian white 
noise. Therefore, the received signal from target in the direction θm at the radar can be 
expressed as

where

•	 αm represents the path loss in the system, which accounts for both the reflection 
coefficient and propagation loss. It is assumed to remain constant throughout a given 
period of radar pulse repetition.

•	 Vm = vr(θm)v
T
t (θm) , where vt(θm) and vr(θm) are the transmit and receive steering 

vectors of radar, defined as 

 where �0 is the wavelength and △ is the space between antennas.
•	 ξk indicates whether the k-th BS shares the spectrum with the radar, which is a binary 

variable and satisfies that 
K∑

k=1

ξk = 1.

(1)
YR = αmVmS̃

︸ ︷︷ ︸

target echo

+
K∑

k=1

ξkGkwkx
T
k

︸ ︷︷ ︸

communication interference

+ N
︸︷︷︸

noise

,

vt(θm)=
1√
MT

[

1, e
j2π△sin θm

�0 ,· · ·, ej2π(MT−1)△ sin θm
�0

]T

,

vr(θm)=
1√
MR

[

1, e
j2π△sin θm

�0 ,· · ·, ej2π(MR−1)△ sin θm
�0

]T

,
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•	 Gk ∈ C
MR×NT is the interference channel between the k-th BS and the radar.1

•	 wk ∈ C
NT×1 represents the transmission beamforming vector of the k-th BS.

•	 xk = [xk ,1, xk ,2, . . . , xk ,L]T is the communication symbol vector transmitted from the 
k-th BS to the user, and the symbol stream xk ,l is statistically independent with nor-
malized power expectation.

•	 N ∈ C
MR×L is the noise experienced at the radar receiver, and the element follows 

the Gaussian distribution, denoted as CN (0, σ 2
r ).

Note that the target can be positioned as the (p,  q)-th delay Doppler bin, and S̃ is a 
delayed and Doppler-shifted counterpart of S [27],

where P represents the maximum delayed snapshots, and dq is the Doppler frequency 
resulting from the movement of the target. It can be defined as

where q ∈ {−Q, . . . ,−1, 1, . . . ,Q} represents the number of snapshots of the Doppler, � 
is the maximum number of detectable Doppler frequency, and Q is half of the maximum 
Doppler bins. Moreover, Jp is a matrix of the shift in the time domain, representing the 
round-trip time from the radar to the target, which is expressed as

where p ∈ {1, . . . ,P} is the number of snapshots of the delay.
After receiving the signal, the space-time receiver um is used to weight and combine 

the received raw signals to enhance signal quality or to extract specific signal features. 
um,l actually represents the effect of the radar receiver at the m-th receive antenna dur-
ing time l. Thus um can be also regarded as a vector combination of L time segments, 
i.e., um =

[
uTm,1, · · · ,uTm,L

]T ∈ C
MRL×1 . Then, the corresponding signal-to-interference-

plus-noise ratio (SINR) at the direction θm can be expressed as

3.2 � Communication model

In the downlink communication system, each small-cell BS serves a single-antenna user. 
The received signal of the user associated with the k-th BS can be expressed as follows:

(2)S̃ =
[
Sdiag

(
dq

)
, 0MT×P

]
Jp ∈ C

MT×(L+P),

(3)dq = [1, ej
q
Q�

, . . . , e
j
q
Q�(L−1)]T ,

(4)Jp =
[

0L×p IL+P−p

0p×p 0(L+P−p)×p

]

∈ R
(L+P)×(L+P),

(5)SINRr(θm)=

L∑

l=1

∣
∣
∣uHm,lαe

j2π
q
Q l
Vmsl

∣
∣
∣

2

K∑

k=1

L∑

l=1

∣
∣
∣ξku

H
m,lGkwk

∣
∣
∣

2
+ σ 2

r

L∑

l=1

∥
∥um,l

∥
∥2

.

1  To facilitate the joint beamforming design, we assume a centralized controller that connects all communication 
devices and the radar. This controller is capable of scheduling transmissions and acquiring channel information through 
advanced channel estimation algorithms. This enables seamless integration of radar and communication systems [35, 
36].
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where hk ∈ CNT×1 is the communication channel vector from the k-th BS to its user, 
gk ∈ C

MT×1 is the interference channel vector from the radar to the user, and nk ,l follows 
the distribution CN (0, σ 2

c ).
Then, the transmit power of the k-th BS can be written as ‖wk‖2 and the total power of 

the signal received by the corresponding user in one radar code-matrix length is

We use the average communication SINR as metric [6] for the communication quality, 
which can be expressed as

Furthermore, we assume statistical independence between the communication signal 
and the radar waveform.

3.3 � Detection and tracking framework

Regarding the scenario where the radar and a small-cell BS share the same spectrum and 
the target keeps moving, we propose a frame structure that can be divided into the fol-
lowing two stages to achieve radar target detection and tracking while maintaining com-
munication quality.

3.3.1 � Radar target detection

At this stage, the radar lacks prior information about the target and must conduct a 
comprehensive search across the entire space to identify potential targets. The radar 
chooses one small-cell BS to re-use its spectrum and sends an omnidirectional signal 
to detect the potential target. Subsequently, the angle of the target, as well as the delay 
and Doppler parameters, is then estimated. After that, the system effectively searches for 
the radar target while maintaining the desired communication quality of the coexisting 
small-cell base station operating in the shared spectrum. The joint design of the detec-
tion stage (JD-DS) and the parameter estimation (PE) for the target are shown in Fig. 2. 
The specific details of JD-DS can be found in Sect. 5. Details of parameter estimation are 
given in Sect. 4.

3.3.2 � Radar target tracking

After the detection stage, the system obtains the initial parameters of the target. At the 
tracking stage, the time period is divided into multiple smaller time slots with a length of 
∆T  and denote 

{

θ̃t , d̃t , ṽt

}

 as the predicted parameters at the t-th epoch. The radar period-

ically transmits signals to obtain the state information of the target, thereby realizing the 
tracking for the target. At this stage, we maximize the sensing performance of the radar 
while maintaining the communication quality of the selected small-cell BS under a transmit 

(6)yC,k ,l = hHk wkxk ,l + ξkg
H
k sl + nk ,l ,

(7)E

(
L∑

l=1

(
yC,k [l]

)H
yC,k [l]

)

=L
∣
∣hHk wk

∣
∣
2+ξk

L∑

l=1

∣
∣gHk sl

∣
∣
2+Lσ 2

c .

(8)SINRc
k =

L
∣
∣hHk wk

∣
∣2

ξk

L∑

l=1

∣
∣gHk sl

∣
∣2 + Lσ 2

c

.
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power budget. However, to jointly design the system, it is imperative to predict the parame-
ters of the target at the current moment. Before that, the radar has obtained the parameters 
at the (t − 1)-th epoch by PE, which are expressed as 

{

θ̂t−1, d̂t−1, v̂t−1

}

 . According to the 

state evolution model [28], as shown in Fig. 3, we have

where ∆d = v̂t−1∆T  and ∆θ = θ̃t − θ̂t−1 . We assume that the target keeps moving at an 
approximately constant speed within ∆T  . Therefore, we can predict the target param-
eters. The state evolution model is summarized as

(9)







d̃t
2 = d̂2t−1 +�d2 − 2d̂t−1�d cos θ̂t−1,
�d

sin�θ
= d̃t

sin θ̂t−1
,

(10)







θ̃t = θ̂t−1 + d̂−1
t−1v̂t−1�T sin θ̂t−1 + ωθ ,

d̃t = d̂t−1 − v̂t−1�T cos θ̂t−1 + ωd ,
ṽt = v̂t−1 + ωv ,

Fig. 2  Frame structure of the RCC system

Fig. 3  Target state evolution model
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where ωθ ,ωd ,ωv are the corresponding noises, which can be assumed to follow Gaussian 
distribution with the mean value of 0 and the variance of σ 2

θ , σ
2
d , σ

2
v  , respectively.

The parameter prediction (PP) is shown in Fig. 2. After obtaining the predicted param-
eters of the target at the current moment, we carry out the joint design of the tracking 
stage (JS-TS) as shown in Fig. 2. Then, we estimate the real parameters of the target at 
the current moment.

At the tracking stage, the joint design of the radar-communication system perfor-
mance maximization is accomplished by JS-TS, with the reference parameters of the 
target provided by PP. The real parameters of the target are subsequently estimated by 
PE using the received signal. The state information of the target is iteratively updated 
through a repetition of the PP, JS-TS, and PE, ultimately achieving the target tracking.

4 � Parameter estimation
In this section, we estimate the angle, delay, and Doppler of the radar target from the 
received signal. Firstly, the classical multiple signal classification (MUSIC) algorithm 
[37] is used to estimate the angle of the target. Secondly, a SIC-based parameter estima-
tion algorithm is proposed to accurately estimate the delay and Doppler frequency of the 
target while eliminating the interference from the communication system in the received 
signal. These estimated parameters are then used to deduce the distance and speed of 
the target, respectively.

4.1 � Delay and Doppler estimation

With the estimated angle, the next step is to estimate the delay bin p and the Doppler 
bin q. Here we propose a SIC-based parameter estimation algorithm, which iteratively 
extracts the target echo and the communication interference from the received signal to 
improve the estimation accuracy. 

Algorithm 1  SIC-based parameter estimation algorithm.

4.1.1 � Initial estimation

With the estimated AOA, θm , the reference signal in the (p, q)-th delay Doppler bin is 
vectorized as
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where dq and Jp are defined by (3) and (4), representing the p-th range bin and the 
q-th Doppler bin, respectively. We also vectorize the received signal, denoted by 
ỹR = vec(YR) . Since we have

We can use the matched filter (MF) algorithm to obtain the estimated parameters 
{
p̂, q̂

}
 

as follows

4.1.2 � Iterative parameter refinement

In the above process, the parameters of the radar target are estimated. However, the 
accuracy of these estimates is seriously affected by the interference from the communi-
cation system. To improve the accuracy of the parameter estimation, we propose a SIC-
based estimation algorithm that iteratively corrects the estimated target parameters by 
extracting the target echo and communication interference from the received signal.

First, we use the delay bin p, and Doppler bin q, obtained in (13) to reconstruct the 
target echo Yr . Then, we subtract this part from the received signal YR , and obtain the 
residual signal denoted as Yres . We regard Yres as interference from the communication 
system to the radar. Then, we can use the known communication and interference chan-
nel information to demodulate the communication transmit signal. With minimizing the 
mean squared error, we can demodulate the communication signal x̂k as

Using the least squares method (LSM), we can estimate the communication signal as

After the demodulation of the communication signal, we use it to reconstruct the com-
munication interference denoted as Yintf . Then, we can write the new residual signal as

This part of residual signal is treated as background noise.
To mitigate the impact of estimation errors and energy leakage in the residual signal, 

we propose to use the reconstructed target echo and the background noise to formulate 
a new target echo. This is motivated by the fact that the previous reconstruction of the 
target echo may not be the same as the actual echo due to estimation errors. The new 
target echo is obtained through subtraction of the estimated communication signal from 
the current received signal. This process is repeated iteratively to further improve the 
accuracy of the estimation.

(11)yref ,p,q=vec
(

vr(θm)v
T
t (θm)

[
Sdiag

(
dq
)
,0MT×P

]
Jp

)

,

(12)
∣
∣
∣yHref ,p,qyref ,p′,q′

∣
∣
∣ ≤

∣
∣
∣yHref ,p,qyref ,p,q

∣
∣
∣, ∀p, q �= p′, q′.

(13)
{
p̂, q̂

}
= arg max

{p,q}

∣
∣ỹHR yref,p,q

∣
∣.

(14)x̂k = arg min
xk

∥
∥
∥Yres −Gkwkx

T
k

∥
∥
∥

2
.

(15)x̂Tk =
(
(Gkwk)

H (Gkwk)
)−1

(Gkwk)
HYres.

(16)N̂ = YR − Yr − Yintf.
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where Yr(p̂, q̂) represents the target echo reconstructed by the latest estimated param-
eters (p̂, q̂) from (13). Now we have a better target echo Y′

r , which contains less inter-
ference than the target echo estimated previously, Yr . With the refined radar signal, we 
can estimate better target state information by feeding it back to (13), in which case we 
start a new round estimation process. The above steps of reconstruction and re-esti-
mation are iterated until the gap between two consecutive iterations is smaller than the 
given threshold, denoted by ǫe or the number of iterations goes beyond its upper limita-
tion, denoted by Iemax . Note that ǫe and Iemax can be set according to different accuracy 
requirements.

5 � Radar target detection
In this section, we first present the generation method of radar omnidirectional signal 
under a given transmit power budget to detect the potential target in the whole space. 
Next, we propose a method of radar spectrum selection and joint system design while 
maintaining radar detection performance and communication quality of the BS whose 
spectrum is shared. To address the problem, we propose a PDD-based algorithm for 
the detection stage (PA-DS). Specifically, we employ a traversal algorithm to explore the 
joint design of the system for each base station when the radar spectrum is shared. For 
solving this optimization problem, we propose a PDD-based algorithm.

5.1 � Problem formulation

In this stage, we have no prior information about the target; a common method is to 
transmit equivalent power at each angle by an omnidirectional waveform denoted by 
S0 ∈ C

MT×L . To do so, we adopt a commonly used MIMO radar waveform that is the 
orthogonal linear frequency modulation (LFM) signals. According to [38], on the mt-th 
antenna at the l-th chirp, the (mt, l)-th entry of the orthogonal LFM waveform matrix 
under unit power can be expressed as

And its covariance matrix satisfies

In this case, the spatial beampattern is

which is an omnidirectional beampattern. As the transmit power is denoted by PT , the 
transmit waveform matrix can be expressed as pTS0 with PT = p2T . In this stage, the 
radar periodically transmits signals to detect potential targets, while K small-cell BSs 
are all in downlink communication. Our goal is to achieve the minimization of the sys-
tem’s total transmit power by selecting a BS for spectrum sharing and designing a joint 

(17)Y′
r = Yr(p̂, q̂)+ N̂,

(18)S0(mt, l)=
√

1

MT
exp

((
j2πmt(l − 1)

L

)(

jπ(l − 1)2

L

))

.

(19)RS0 =
1

L
S0S

H
0 = 1

MT
IMT .

(20)d(θ) = vTr (θ)RS0v
∗
t (θ) = 1, ∀θ ,
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radar-communication system, while ensuring the quality of downlink communication 
and radar detection performance. Since radar SINR is positively correlated with radar 
performance and is used in many studies [7, 39], we adopt this metric in our approach. 
Hence, we formulate the optimization problem as follows, 

 where (21b) ensures that the communication SINR of each small-cell BS is not less than 
the lower bound γ c , γ r is the threshold of radar SINR, and (21c) ensures the minimum 
detection probability of the radar at each detection direction. To account for practical 
considerations, we normalize the optimal receiver vector and there is no power con-
straint for um,l . It is obvious that we only need to consider the co-design between the 
radar and the small-cell BS that shares the spectrum with the radar. Since the number of 
small-cell BSs within the radar coverage is limited, the problem in (21) can be simplified 
by traversing ξk . By assuming that the k̂-th BS is selected to share the spectrum with the 
radar. As for other BSs who are not selected, the transmit vector can be easily derived as

The subproblem to the k̂-th BS is formulated as 

(21a)min
{um,ξk ,pT,wk}

K∑

k=1

�wk�2 +
p2T
L
,

(21b)s.t. SINRc
k ≥ γ c,∀k ,

(21c)SINRr(θm) ≥ γ r, ∀m,

(21d)
K∑

k=1

ξk = 1,

(21e)ξk ∈ {0, 1},

(22)wk = γ cσ 2
c

�hk�2
hk , ∀k �= k̂ .

(23a)min{

pT,um,wk̂

}

∥
∥
∥wk̂

∥
∥
∥

2
+ p2T

L
,

(23b)s.t.
L
∣
∣
∣hH

k̂
w
k̂

∣
∣
∣

2

p2T

L∑

l=1

∣
∣
∣gH

k̂
s0,l

∣
∣
∣

2
+ Lσ 2

c

≥ γ c,

(23c)
p2T

L∑

l=1

∣
∣
∣uHm,lαe

j2π
q
Q l
Vms0,l

∣
∣
∣

2

L∑

l=1

∣
∣
∣uHm,lGk̂

w
k̂

∣
∣
∣

2
+ σ 2

r

L∑

l=1

∥
∥um,l

∥
∥2

≥γ r, ∀m.
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Due to the intricate coupling and non-convex constraints, solving the aforementioned 
problem poses a considerable challenge. In the subsequent subsection, we propose a 
PDD-based algorithm featuring a double-layer loop, which effectively transforms and 
resolves the original problem.

5.2 � Algorithm design

5.2.1 � PDD framework

Define an optimization problem as P

 where f (x) is the continuously differentiable objective function with respect to the vec-
tor x , and h(x) and g(x) are the continuously differentiable functions. The augmented 
Lagrangian (AL) problem, P

(

ρ(i), �(i)
)

 , at the i-th iteration is given by 

 where L(i)(x) represents the transformed AL problem with penalty factor and dual fac-
tor in the i-th outer loop. In the inner loop, the AL problem is solved. In the outer loop, 
we update the penalty factor ρ(i) or the dual factor �(i) . The PDD method dynamically 
alternates between AL and penalty approaches. This adaptive mechanism aims to iden-
tify an optimal penalty parameter that ensures the convergence of the AL method. 
According to [40], when the penalty factor ρ(i) → 0 , the AL problem P

(

ρ(i), �(i)
)

 is 

equivalent to the original problem. The convergence of the PDD algorithm has been 
proved in [41, 42], and it finally converges to a stationary point of x(i).

5.2.2 � Problem solving

Since the constraints in problem (23) are highly coupled, it is difficult to apply the PDD 
framework. Through the introduction of auxiliary variables, we transform the prob-
lem into a more tractable form, enabling us to derive closed-form solutions for the 
subproblems. To solve the AL problem in the inner loop, we propose a concave–con-
vex procedure (CCCP)-based algorithm [43]. We introduce new auxiliary variables 
z, xm,l , ym,l , ∀m, l , 

(24a)P :min
x∈X

f (x),

(24b)s.t. h(x) = 0,

(24c)g(x) ≤ 0,

(25a)min
x∈X

L(i)(x)� f (x)+ 1

2ρ(i)

∥
∥
∥h(x)+ρ(i)

�
(i)
∥
∥
∥

2
,

(25b)s.t. g(x) ≤ 0,

(26a)z = hH
k̂
w
k̂
,

(26b)xm,l = pTu
H
m,lam,l ,∀m, l,
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 where am,l = αe
j2π

q
Q l
Vms0,l . Constraints (23b) and (23c) can be rewritten as 

 With AL multipliers Γ1 =
{
�1,m,l , �2,m,l , �3,∀m, l

}
 , we introduce (26a), (26b), and (26c) 

into the objective function, and an alternative AL problem in the inner loop can be for-
mulated as 

 where X1 =
{

pT,wk̂
, z,um,l , xm,l , ym,l

}

 is the set of optimization variables. As proved in 

[41, 42], the problem in (28) is equivalent to the original problem in (21) when ρ → 0 . 
Moreover, by utilizing the first-order Taylor expansion, z, xm,l of the constraints (28b), 
(28c) in the j-th iteration can be approximated with 

 Then, constraint (28b) and (28c) can be approximated with

(26c)ym,l = uHm,lGk̂
w
k̂
,∀m, l,

(27a)γ c

(

p2T

L∑

l=1

∣
∣
∣gH

k̂
s0,l

∣
∣
∣

2
+ Lσ 2

c

)

− L|z|2 ≤ 0,

(27b)γ r

(

σ 2
r

L∑

l=1

∥
∥um,l

∥
∥2+

L∑

l=1

∣
∣ym,l

∣
∣2

)

−
L∑

l=1

∣
∣xm,l

∣
∣2≤0,∀m.

(28a)

min
X1

∥
∥
∥wk̂

∥
∥
∥

2
+ p2T

L
+ 1

2ρ

∣
∣
∣z − hH

k̂
w
k̂
+ ρ�3

∣
∣
∣

2

+ 1

2ρ

M∑

m=1

L∑

l=1

∣
∣xm,l − pTu

H
m,lam,l + ρ�1,m,l

∣
∣
2

+ 1

2ρ

M∑

m=1

L∑

l=1

∣
∣
∣ym,l−uHm,lGk̂

w
k̂
+ρ�2,m,l

∣
∣
∣

2
,

(28b)s.t. γ c

(

p2T

L∑

l=1

∣
∣
∣gH

k̂
s0,l

∣
∣
∣

2
+ Lσ 2

c

)

− L|z|2 ≤ 0,

(28c)γ r

(

σ 2
r

L∑

l=1

∥
∥um,l

∥
∥2 +

L∑

l=1

∣
∣ym,l

∣
∣2

)

−
L∑

l=1

∣
∣xm,l

∣
∣2 ≤ 0, ∀m,

(29a)|z|2 ≈ −
∣
∣
∣z(j)

∣
∣
∣

2
+ 2ℜ

((

z(j)
)∗

z
)

,

(29b)
∣
∣xm,l

∣
∣2 ≈ −

∣
∣
∣x
(j)
m,l

∣
∣
∣

2

+ 2ℜ
((

x
(j)
m,l

)∗
xm,l

)

.

(30)γ c

(

p2T

L∑

l=1

∣
∣
∣gH

k̂
s0,l

∣
∣
∣

2
+ Lσ 2

c

)

+ L
∣
∣
∣z(j)

∣
∣
∣

2
− 2Lℜ

((

z(j)
)∗

z
)

≤ 0,
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Thus, problem (28) is reformulated as 

 which can be proved as a convex problem. To derive the closed-form solution and 
reduce time complexity, we can utilize the block coordinate descent (BCD) algorithm 
[40] to solve the above problem. The variables are divided into two blocks, and two sub-
problems are proposed. Specifically, the details are shown as follows.

In Step 1, we optimize 
{

pT,wk̂
, z
}

 while fixing other variables, with respect to the fol-

lowing subproblem 

 The Lagrange multiplier method is applied to solve the problem above, and 
{

p⋆T,w
⋆

k̂
, z⋆

}

 

are denoted as the optimal solution. The detailed derivation is omitted for brevity.
In Step 2, we optimize 

{
um,l , xm,l , ym,l

}
 in parallel with the 

{

p⋆T,w
⋆

k̂
, z⋆

}

 derived in step 

1. The subproblem is formulated as 

 The Lagrange multiplier method is applied to solve the problem and 
{

u⋆m,l , x
⋆
m,l , y

⋆
m,l

}

 

are denoted as the optimal solution. The detailed derivation is omitted for brevity.
With the transformation and the corresponding solutions of subproblems, the pro-

posed CCCP-based algorithm to solve the AL problem is summarized in Algorithm 2. 

(31)

γ r

(

σ 2
r

L∑

l=1

∥
∥um,l

∥
∥2 +

L∑

l=1

∣
∣ym,l

∣
∣2

)

+
L∑

l=1

∣
∣
∣x
(j)
m,l

∣
∣
∣

2

−
L∑

l=1

2ℜ
((

x
(j)
m,l

)∗
xm,l

)

≤ 0, ∀m.

(32a)

min
X1

1

2ρ

M∑

m=1

L∑

l=1

∣
∣xm,l − puHm,lam,l + ρ�1,m,l

∣
∣
2

+ 1

2ρ

M∑

m=1

L∑

l=1

∣
∣
∣ym,l − uHm,lGk̂

w
k̂
+ ρ�2,m,l

∣
∣
∣

2

+
∥
∥
∥wk̂

∥
∥
∥

2
+ p2T

L
+ 1

2ρ

∣
∣
∣z − hH

k̂
w
k̂
+ ρ�3

∣
∣
∣

2
,

s.t. (30) and (31),

(33a)

min{

pT,wk̂
,z
}

1

2ρ

M∑

m=1

L∑

l=1

∣
∣xm,l − pTu

H
m,lam,l + ρ�1,m,l

∣
∣
2

+ 1

2ρ

M∑

m=1

L∑

l=1

∣
∣
∣ym,l − uHm,lGk̂

w
k̂
+ ρ�2,m,l

∣
∣
∣

2

+ 1

2ρ

∣
∣
∣z − hH

k̂
w
k̂
+ ρ�3

∣
∣
∣

2
+

∥
∥
∥wk̂

∥
∥
∥

2
+ p2T

L
,

s.t. (30).

(34a)

min
{um,l ,xm,l ,ym,l}

L∑

l=1

∣
∣xm,l − p⋆Tu

H
m,lam,l + ρ�1,m,l

∣
∣
2

+
L∑

l=1

∣
∣
∣ym,l − uHm,lGk̂

w⋆

k̂
+ ρ�2,m,l

∣
∣
∣

2
,

s.t. (31).
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Algorithm 2  Proposed CCCP-based algorithm in the inner loop.

Recall that we aim to solve the original problem in (21) by the PDD framework, and 
we have solved the AL problem in the inner loop by utilizing the CCCP-based algo-
rithm. In the outer loop, the dual variables �1,m,l , �2,m,l , �3, ∀m or the penalty factor ρ 
are updated. The dual variables at the i-th iteration can be updated as 

 The indicator of constraint violation is defined as

According to [41], the convergence of the proposed algorithm to a stationary point of 
the original problem can be proved when h(X1) → 0.

The computational complexity of the proposed PDD-based algorithm is derived 
as follows. We denote Imax and Iomax as the required numbers of iteration in the 
inner loop and outer loop, respectively. At each iteration of the inner loop, the 
computational complexities of two steps are O(N 2

T(MLMR + 1)+ log I0
ε
) and 

O(ML(M2
R(NT + 1)+ log I0

ε
)) , respectively, where I0 is the size of initial range and 

ε is the tolerance of accuracy. Then, the computational complexity under a given ξk 
is obtained. Therefore, we propose the PA-DS algorithm which is shown in Fig. 4 to 
solve the problem in (21) with traversal algorithm. To be specific, we solve the sub-
problem in (23) by using the PDD-based algorithm with given BS selection and then 
choose the minimal power among the power under different BS selection. Since the 
number of base stations is limited and relatively small, the computational complexity 
of sequentially traversing the shared base stations is controllable. Overall, the total 
complexity of the PA-DS algorithm is summarized as

(35a)�
(i)
1,m,l =�

(i−1)
1,m,l +

1

ρ(i−1)

(

x
(i−1)
m,l − p

(i−1)
T (u

(i−1)
m,l )Ha

(i−1)
m,l

)

,∀m, l,

(35b)�
(i)
2,m,l =�

(i−1)
2,m,l +

1

ρ(i−1)

(

y
(i−1)
m,l − (u

(i−1)
m,l )HG

k̂
w

(i−1)

k̂

)

,∀m, l,

(35c)�
(i)
3 =�

(i−1)
3 + 1

ρ(i−1)

(

z(i−1) − hH
k̂
w

(i−1)

k̂

)

.

(36)
h(X1) =max

{∣
∣
∣z−hH

k̂
w
k̂

∣
∣
∣, max

{∣
∣xm,l−pTu

H
m,lam,l

∣
∣,
∣
∣
∣ym,l−uHm,lGk̂

w
k̂

∣
∣
∣,∀m, l

}}

.
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6 � Radar target tracking
In this section, we aim to implement target tracking after the detection stage. To 
achieve this goal, we propose a novel joint design of the radar-communication system, 
which takes into account both the target tracking and downlink communication. In 
contrast to the detection stage, we seek to design the radar transmit waveform 
ST = [st,1, · · · , st,L] ∈ C

MT×L . With the predicted parameters at the t-th epoch, 
{

θ̃t , d̃t , ṽt

}

 , the delay Doppler bin {pT, qT} can be derived, and the received signal at the 

t-th epoch on the radar can be defined as

where Vt = vr(θ̃t)v
T
t (θ̃t) . αt, S̃t,wt,k , ξt,k , and Nt are the path loss which are simi-

lar to (1), Doppler-shifted counterpart of St , the BS transmit vector, the BS selec-
tion indicator, and the noise at the t-th epoch, respectively. With the receiver 
ut =

[
uTt,1, · · · ,uTt,L

]T ∈ C
MRL×1 , the radar SINR at the t-th epoch can be expressed as

(37)O(KIomaxImax(MLMRNT(MR + NT)+ML log
I0

ε
)).

(38)YR,t = αtVt S̃t +
K∑

k=1

ξt,kGkwt,kx
T
k +Nt,

Fig. 4  The structure of the proposed PA-DS algorithm
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6.1 � Problem formulation

At the tracking stage, our objective is to maximize sensing accuracy while meeting the com-
munication requirement of the BS. The radar’s sensing performance is influenced by the 
SINR, while the downlink transmission quality relies on the communication SINR. Accord-
ingly, we formulate the optimization problem in the t-th epoch as follows, 

 where (40b) indicates that each BS must meet the minimum required communica-
tion SINR, γ c . Constraint (40c) represents the radar transmit power limitation, with Pr 
denoting the transmit power budget, and constraint (40d) represents the communica-
tion transmit power limitation where Pc is the transmit power budget. Moreover, (40e) 
and (40f ) represent that the radar can only re-use the spectrum of one small-cell BS.

To address the optimization problem, we propose a PDD-based algorithm for the track-
ing stage (PA-TS). Similarly, we can simplify problem in (40) by traversing ξk , and the prob-
lem corresponding to the k̂-th BS is formulated as 

(39)SINRr(θt) =

L∑

l=1

∣
∣
∣uHt,lαte

j2π
qt
Q l
Vtst,l

∣
∣
∣

2

K∑

k=1

L∑

l=1

ξt,k

∣
∣
∣uHt,lGkwt,k

∣
∣
∣

2
+ σ 2

r

L∑

l=1

∥
∥ut,l

∥
∥2

.

(40a)max
{ut ,ξt,k ,St ,wt,k}

SINRr(θt),

(40b)s.t. SINRc
k ≥ γ c, ∀k ,

(40c)
1

L
�St�2 ≤ Pr,

(40d)
∥
∥wt,k

∥
∥2 ≤ Pc,∀k ,

(40e)
K∑

k=1

ξt,k = 1,

(40f )ξt,k ∈ {0, 1},

(41a)max{

ut ,st,l ,wt,k̂

}

L∑

l=1

∣
∣
∣uHt,lαte

j2π
qt
Q l
Vtst,l

∣
∣
∣

2

L∑

l=1

∣
∣
∣uHt,lGk̂

w
t,k̂

∣
∣
∣

2
+σ 2

r

L∑

l=1

∥
∥ut,l

∥
∥2

,

(41b)s.t.
L
∣
∣
∣hH

k̂
w
t,k̂

∣
∣
∣

2

L∑

l=1

∣
∣
∣gH

k̂
st,l

∣
∣
∣

2
+ Lσ 2

c

≥ γ c,
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 For the problem in (41) with highly coupled variables, solving the optimal solution for 
the problem is challenging. Therefore, we adopt a similar approach as the PA-DS algo-
rithm to tackle the problem.

6.2 � Proposed algorithm

Firstly, by introducing auxiliary variables and making equivalent substitutions, we trans-
form the problem into a more manageable form. This enables us to simplify the problem 
and facilitate the subsequent analysis. Since the objective function is fractionally cou-
pled, we introduce an auxiliary variable vl to reformulate the objective function equiva-
lently as [44],

Since the optimization variables in (41b) are highly coupled, we use auxiliary variables 
φ,ϕl , ∀l to perform the following equivalent replacements

Thus, the constraint (41b) can be rewritten as

Similar to the detection stage, we introduce AL multipliers Γ2 =
{
�1, �2,l ,∀l

}
 to formu-

late the objective function as 

 where X2 =
{

st,l ,wt,k̂
,ut ,φ,ϕl

}

 is the set of optimization variables. According to [41], 

when ρ → 0 , the problem in (46) is equivalent to the problem in (41). Then, with the 
first-order Taylor expansion, |φ|2 in the j-th iteration can be approximated as

Thus, the problem in (46) can be reformulated as 

(41c)

∥
∥
∥wt,k̂

∥
∥
∥

2
≤ Pc,

(40c).

(42)min{

st,l ,wt,k̂
,ut ,vl

}

L∑

l=1

(

|vl |2
(∣
∣
∣uHt,lGk̂

w
k̂

∣
∣
∣

2
+σ 2

r

∥
∥ut,l

∥
∥2
)

−2ℜ(v∗l uHt,lαte
j2π

qt
Q l
Vtst,l)

)

.

(43)φ = hH
k̂
w
t,k̂
,

(44)ϕl = gH
k̂
st,l .

(45)γ c

(
L∑

l=1

|ϕl |2 + Lσ 2
c

)

− L|φ|2 ≤ 0.

(46a)

min
X2

L∑

l=1

(

|vl |2
(∣
∣
∣uHt,lGk̂

w
t,k̂

∣
∣
∣

2
+ σ 2

r

∥
∥ut,l

∥
∥2
)

− 2ℜ(v∗l uHt,lαte
j2π

qt
Q l
Vtst,l)

)

+ 1

2ρ

∣
∣
∣φ − hH

k̂
w
t,k̂

+ ρ�1

∣
∣
∣

2
+ 1

2ρ

L∑

l=1

∣
∣
∣ϕl − gH

k̂
st,l + ρ�2,l

∣
∣
∣

2
,

(47)|φ|2 ≈ −
∣
∣
∣φ(

j)
∣
∣
∣

2
+ 2ℜ

((

φ(j)
)∗

φ

)

.
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 Therefore, to solve the problem in (48), we divide it into several blocks that can be 
solved with the CCCP-based algorithm and the BCD algorithm. The details of the deri-
vation and complexity analysis are omitted for brevity. In summary, we propose the 
PA-TS algorithm that solves the problem in (40) using a traversal algorithm. Specifi-
cally, we solve the subproblem in (41) using the PDD-based algorithm with a given BS 
selection and choose the maximum SINR among the SINRs obtained under different BS 
selections.

7 � Numerical simulations
In this section, we conduct comprehensive numerical simulations to thoroughly evaluate 
and validate the performance of the proposed algorithms.

7.1 � Simulation setup

There is a RCC system where eight small-cell BSs are distributed around the radar for com-
munication. Given the current server capabilities and our system’s computational require-
ments, we anticipate a practical computational time of approximately 0.1 s per cycle. The 
distance between the small-cell BS and the radar is 100 m, and each small-cell BS serves one 
user within 40 m. Without loss of generality, we consider a co-located MIMO radar with 
eight transmit antennas and eight receive antennas, i.e., MT = MR = 8 . Each small-cell BS 
is equipped with eight transmit antennas, i.e., NT = 8 . And the space between antennas is 
�0/2 , i.e., � = �0/2 . As for the wireless channel with large-scale fading, we have

where d is the link distance. We adopt the Rician fading as the small-scale fading [7, 45] 
which is modeled as

where ε denotes the Rician factor, Mt,Mr are the numbers of transmit and receive anten-
nas, respectively, θT, θr represent the corresponding azimuth angles, H0 is the non-line-
of-sight part with each element following the distribution of CN (0, 1) . We set ε = 3 dB 
for both the link from the BS to the radar and the link from the radar to the user, and set 
ε = 9 dB for the link from the BS to the corresponding user. For MIMO radar, we assume 
that there are four directions to be detected, i.e., M = 4 , and the length of transmitted 
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signal is set as 8, i.e., L = 8 . At the detection stage, the SINR requirements for radar and 
communication are both set as 10 dB. At the tracking stage, the communication SINR 
requirement is 30 dB, the communication transmit power budget is 30 dBm, while the 
radar transmit power budget is 50 dBm.

We implement several benchmark algorithms for comparison.

•	 Fixed-Sharing: The radar always re-uses the same spectrum, and the best of K options 
are chosen.

•	 Randomized-Sharing: In this case, the radar system randomly selects a small-cell BS 
to re-use its spectrum.

•	 MMSE-Centric: The system is jointly designed except that the beamforming vec-
tor w

k̂
 of the communication system is given by the minimum mean square error 

(MMSE) algorithm [46].

7.2 � Convergence performance

Now we investigate the convergence of the proposed PDD-based algorithm to problem 
in (23).

The convergence performance of the proposed PDD-based algorithm is shown in 
Fig. 5. First, the transmit power converges to around 300 W after 10 iterations, indicat-
ing that the algorithm has reached a stationary point of the original problem. Addition-
ally, in the 9-th iteration, the violation indicator which is defined in (36) and used in the 
inner loop rapidly converges to around 0.5, thus confirming the fast convergence of the 
proposed algorithm, and the computed results are reliable in the subsequent iterations.

7.3 � Radar target detection

In the subsequent section, we conduct a performance evaluation of various algorithms 
at the detection stage. Figure 6 illustrates the probability of obtaining a feasible solution 
versus γ r . In Figure 6, the y-axis represents the probability that the system achieves a 
feasible solution meeting all optimization constraints. This indicates how likely our joint 
design approach is to successfully meet the system requirements under various condi-
tions. The results indicate that the PA-DS algorithm achieves the highest probability of 
obtaining a feasible solution, which is almost equal to 1. In contrast, the Randomized-
Sharing algorithm exhibits the lowest probability of obtaining a feasible solution. Since 
the MMSE-Centric algorithm prioritizes communication requirements, which may lead 
to less flexibility in accommodating the radar’s SINR requirements. As the SINR require-
ment increases, the MMSE-Centric approach must work harder to balance communica-
tion needs, which might be increasingly at odds with the radar’s requirements. This can 
lead to a decrease in the probability of finding a feasible solution as it becomes more 
challenging to satisfy the higher radar SINR requirements while still maintaining com-
munication quality. By contrast, the proposed algorithm outperforms the benchmark 
algorithms and exhibits superior performance in acquiring feasible solutions.

Figure  7 illustrates the impact of the radar SINR requirement, i.e., γ r , on the sys-
tem transmit power. Firstly, all four algorithms exhibit an increase in system power as 
γ r increases. Secondly, the system power of the PA-DS algorithm is always the lowest, 
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which demonstrates its best performance compared with others, and the performance 
gain increases as the γ r increases. Thirdly, the system power of the MMSE-Centric algo-
rithm is the largest when γ r is small, while the system power of the Randomized-Shar-
ing algorithm is the largest when γ r is large. The MMSE-Centric algorithm is primarily 
designed to optimize the communication quality, and it neglects the interference that the 
communication system may impose on the radar. As a result, the radar has to increase 
its transmit power to meet its requirements under low radar SINR conditions. However, 
as the radar SINR requirement rises, the interference originating from the radar to the 
communication system becomes more prominent. In this scenario, the MMSE-Centric 
algorithm that prioritizes communication quality performs better than the Randomized-
Sharing algorithm.

The impact of the communication SINR requirement, i.e., γ c , on the system power 
is shown in Fig.  8. First, the system power of all four algorithms increases with γ c as 
the communication system needs more transmit power to ensure the communication 
quality. Meanwhile, as the interference from the communication system to the radar 

Fig. 5  Convergence performance of the proposed PDD-based algorithm
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Fig. 6  Probability of obtaining a feasible solution versus γ r
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increases, the radar has to increase its transmit power to ensure reliable sensing per-
formance. Secondly, the system power of the MMSE-Centric algorithm improves slowly 
since it mainly focuses on the satisfaction of communication quality and presents the 
best performance under low communication SINR requirement. Finally, we can see that 
the system power of the proposed PA-DS algorithm is always the lowest, demonstrating 
its superior performance compared to other algorithms.

7.4 � Radar target tracking

We compare the performance at the tracking stage for different algorithms.
Figure  9 depicts the performance of radar SINR versus the radar transmit power 

budget, i.e., Pr . Notably, the PA-TS algorithm demonstrates superior performance, fol-
lowed by the MMSE-Centric algorithm, whereas the Randomized-Sharing algorithm 
exhibits the least favorable performance.

The impact of the communication transmit power budget on the radar SINR is 
depicted in Fig. 10. First of all, it can be observed that the PA-TS algorithm always keeps 
the best performance, followed by the MMSE-Centric algorithm and the Fixed-Sharing 
algorithm. Secondly, under a low communication power budget, the MMSE-Centric sys-
tem achieves a high radar SINR, and the gap between it and the PA-TS algorithm is very 
small. The reason is that the MMSE-Centric algorithm focuses on ensuring communica-
tion quality. In this case, the transmit power can be controlled and thus the interference 
to the radar is indirectly controlled.

7.5 � Parameter estimation

Now, we demonstrate the performance of the proposed SIC-based parameter estima-
tion algorithm as compared against the algorithm without SIC. Figure  11 shows the 
root-mean-square error (RMSE) of distance and velocity estimation versus radar SINR 
requirement, i.e., γ r . From Fig. 11a, the SIC-based parameter estimation algorithm can 
always reduce the estimation error of distance to about 10 percent of the algorithm with-
out SIC for different SINR requirements. The RMSE of 20 ms observed, falls within a sin-
gle-range resolution unit, which validates the effectiveness of our approach. Similarly, as 

Fig. 7  Total system transmit power versus γ r
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shown in Fig. 11b, the SIC-based parameter estimation algorithm exhibits significantly 
reduced target velocity estimation error, validating its superior performance. Accord-
ingly, the proposed algorithm outperforms the algorithm without SIC, thereby substan-
tially enhancing the estimation performance.

8 � Conclusion
In this paper, we have considered a RCC system where the radar covers multiple 
small-cell BSs and chooses one small-cell BS to re-use its spectrum. We have pro-
posed a RCC system framework composed of two stages to realize radar target 
detection and radar target tracking. At the detection stage, a system transmit power 
minimization problem has been formulated subject to radar SINR requirement and 
communication SINR requirement. At the tracking stage, a optimization problem 
aimed at maximizing the radar SINR subject to communication SINR requirement 
and transmit power budget has been formulated. To solve the non-convex problems, 
we equivalently transformed the problem into a more tractable form and proposed a 

Fig. 8  Total system transmit power versus γ c

Fig. 9  Radar SINR versus Pr
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PDD-based algorithm with double-layer loop. In the inner loop, we utilize the CCCP 
algorithm for solving the AL problem and the BCD algorithm for updating the sys-
tem variables. In the outer loop, the penalty factors or AL multipliers are updated. 
Furthermore, to address the interference of the communication system on radar, we 
proposed a SIC-based algorithm for radar target parameter estimation and update. 
Finally, numerical experiments were conducted to validate the performance of the 
proposed algorithms, demonstrating that the PDD-based algorithm ensures feasible 
solutions and outperforms several benchmark algorithms. Additionally, the superior-
ity of the SIC-based parameter estimation algorithm was confirmed.

Fig. 10  Radar SINR versus Pc

Fig. 11  RMSE of estimation error versus γ r
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9 � Results and discussion
This paper proposes a noval RCC system framework composed of detection stage 
and tracking stage. And a PDD-based algorithm is proposed to solve the AL prob-
lem in the inner loop. Furthermore, we propose a SIC-based algorithm to improve 
the performance of parameter estimation. However, this paper only considers that 
each BS serves for one user which is equipped with single antenna. However, real-
world communication networks are often more intricate, involving multiple users 
interacting with each BS. This complexity arises from the need to efficiently manage 
the increasing volume of data traffic and the diverse communication requirements of 
modern users. Future research will extend to exploring more complex communica-
tion systems.
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