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The Lebesgue spectrum filter (LSF), a finite impulse response (FIR) filter whose coefficients decay exponentially with a negative
factor r := /3 — 2, is shown to be effective preprocessing for spreading code in asynchronous code-division multiple-access
(CDMA) systems. The LSF has only been studied independently from the well-known minimum mean-square error (MMSE)
filter, an optimal FIR filter in the mean-square error sense. In this paper, we propose an efficient structure, employing the LSF at
the transmitter and the MMSE filter at the receiver, for asynchronous CDMA systems. We employ a spreading code preprocessed
by the LSF (referred to as LSF-code), and the LSF-code supplies a “best” initial estimate (among the ones obtained without any
a priori information) to an adaptive algorithm for the MMSE filter, leading to significant reduction of iterations in adaptation.
This is verified by computer simulations. Also we investigate the link between the LSF and the MMSE filter by examining their
autocorrelation properties.
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1. INTRODUCTION

We study two kinds of finite impulse response (FIR) filters
“optimal” in different senses for an asynchronous direct
sequence code-division multiple-access (DS/CDMA) system.
The first is the Lebesgue spectrum filter (LSF) [1], which is a
fixed FIR filter given by € := [r,72,...,r™] (M is the order of
LSF), where r := /3 — 2 is an optimal value for multiple-
access interference suppression in asynchronous CDMA
systems [2—4]. The second is the minimum mean-square
error (MMSE) filter [5, 6], which depends on environments
and is the optimal linear filter in the sense of minimizing
the mean-square error (MSE). It has been reported that
the MMSE filter is effective in suppressing multiple access
interference (MAI) in the DS/CDMA systems [7-14]. A
practical approach to construct the MMSE filter in real
time is the adaptive filter [15], and, when the adaptive
filter is adopted, the number of iterations in adaptation
needs to be significantly small to realize high spectral
efficiency.

In this paper, we propose a simple and effective structure,
for asynchronous DS/CDMA systems, employing the LSF

at the transmitter and the MMSE filter at the receiver. The
purpose of employing the LSF is not to improve further the
MALI suppression capability, but is to reduce the iterations
required for adaptation. At the transmitter, we convolve a
randomly generated binary sequence with the LSF, and refer
to the resulting sequence as LSF-code. Since it provides an
adaptive linear receiver with a “best” initial estimate in an
average sense, the LSF-code allows the adaptive algorithm
to start from a closer point to the MMSE filter than any
other codes constructed without any a priori knowledge. As
a result, the algorithm provides a reasonable approximation
of the MMSE filter in a small number of iterations; in
other words, the filter can reduce the adaptation time.
It should be mentioned that, although there could exist
a preprocessing better than LSF-coding for each specific
situation, such a preprocessing would require channel state
information (CSI) in advance and extra computational costs
for encoding/decoding; moreover, the performance will be
sensitive to inaccuracy of the CSIL. In contrast, LSF-coding
requires no a priori knowledge and little extra computational
costs. Finally, the autocorrelation properties of the linear
receivers are examined, which indicates (i) a connection
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between the LSF and the MMSE receiver, and (ii) an intrinsic
distinction between synchronous and asynchronous systems.

The rest of the paper is organized as follows. In Section 2,
the system design, the MMSE receiver, and the LSF-code
are described. In Section 3, we compare the performance
of the matched-/MMSE-filters for random-/LSF-codes in
asynchronous systems under various conditions, and then
show that the proposed structure significantly reduces the
adaptation-time due to the effect of LSF-code. In Section 4,
the autocorrelation properties are studied, followed by the
conclusion in Section 5.

2. PRELIMINARIES

In this section, we present the system model, the MMSE
receiver, and the design of LSF-code.

2.1. System model

We consider an (asynchronous) uplink CDMA system with
K mobile users, described in Figure 1. (In uplink transmis-
sion, the users usually transmit their symbols without syn-
chronization, hence the system is asynchronous in general.)
For simplicity, the carrier modulation/demodulation is not
considered in this work (in other words, all the simulations
and considerations are carried out with baseband signals).
Without any loss of generality, we assume that the Ist user is
the desired one. The discrete-time expression of the received
baseband signal for the ith transmitted bits is given as follows

[5]:
rli] = A1b[i]s

K (1)
(A;b;lilag,; + Ajbjli — 1]ay;) +n[il,
]:2

where

(i) Aj € (0, c0): amplitude of the jth user;

(i) sj € RY: spreading code of the jth user (IIsjll = 1);
(iii) N € N*(:= N\ {0} ): processing gain;
(iv) b;j[i] € {1, —1}: ith transmitted bit of the jth user;

(v) n[i] € RN: noise vector;

. O-r 01-+1
(vi) a0, = fujlis),, 1+ 02l , b
. (8ilyr11: N
(vii) ayj := ¢y, ]ONNJIIN] ¢ajl oNV, 1\ I;

(viii) ¢1,; == o w(Ow(t +8;T.)dt;
(ix) ¢o,j = o w(Oylt + (1 - 8;)T)dt;
(x) w(t): chip-waveform;

(xi) v; = (1 +6;)Tc € [0,T): relative delay of the jth
user;

(xii) T € (0, ): the bit-duration;
(xiii) T, := T/N: the chip-duration;

(xiv) 7j := [vj/T] € {0,1,...,N -1} C N;
(xv) §; :=vj/T. —1; € [0,1) CR.

Here, [a],.. designates the subvector of a corresponding
to the bth to cth elements if b < ¢, otherwise, the null,
and 0,, n € N, denote the zero vector of length n (the
simple notation 0 will be used to denote the zero vector
when its length is clear from the context). In this study, we
consider single-path channels and each channel gain h;(t),
j =12,...,K,is incorporated into A;. In the following, we
assume the y/(t) is a rectangular pulse of width T, in which
case ¢1,; = 1 — §; and ¢ ; = J;. A note on the asynchronous
systems is given in the appendix.

2.2. MMSE receiver

In estimation theory, the mean square error (MSE) has been
a common criterion. The MSE of a linear filter h € RN is
defined as [5]

MSE(h) := E{(r[i]"h - bi[i])°}, VheRN, (2)
where E{-} denotes expectation. For convenience, the follow-

ing assumptions regarding the independence of signals and
the whiteness of noise are widely used.

Assumption 1. (a) E{b;[i]bk
VieN;

[l]} =0, V]7&k € {1)2:---:K})

(b) E{b;[i]b;li— 1]} =0, Vj € {1,2,...,K}, VieN;

(c) E{b;liln[i]} = E{b;[i — 1In[i]} =0, Vj € {1,2,...,
K}, VieN;

(d) E{n[iln[i]T} = 021,02 >0, Vi €N,
Under Assumption 1, the MSE in (2) is reduced to
MSE(h) = h"Rh - 24;h”s; +1, VheRN, (3)
where
R:= E{r[ilr[i]"}
K (4)
= Alsis] + > A (agjag j + al,jalT,j) + 021

j=2

is the autocorrelation matrix of the received vector r[i].
Defining the N X 2(K — 1) matrix

S:=[Asaps |Asars| - - - |Akaok |Akaik], (5)
R can be expressed as
R = AZs;s] +8ST + 02 (6)

A minimizer of (3) is called the MMSE filter (or the MMSE
receiver), which, under Assumption 1(d), is uniquely given
by

hyivise = A1R7181 e RN, (7)
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FIGUre 1: Uplink transmission scheme in a DS-CDMA system with LSF-code and phase shift keying modulation.

It is seen that the MMSE receiver exploits the structure of
interference (contained in R), as opposed to the conventional
matched filter given simply by

hMatched =8 € IRN~ (8)

2.3. LSF-code

We present preprocessing for spreading code by means of the
LSF [1], which is placed at the transmitter (see Figure 1). The
LSF-code for the order M is constructed as follows.

(1) Define the LSF with the order M as follows:

e:= [l,r,rz,...,rM’l]Te[RM, (9)

where r := /3 — 2.

(2) Given N € N¥*, generate a temporary length-(N +
M — 1) binary random vector § € {1, —1}¥*~1,

(3) Construct a length-N spreading code by normalizing
the following vector:

eT [,5] 1:M

eT [§]21M+1
§:= ) € RN, (10)

T[S

In short, the LSF-code is generated by passing a binary
random sequence through the LSF €, hence is no longer
binary.

3. PROPOSED STRUCTURE FOR ASYNCHRONOUS
CDMA SYSTEMS

In this section, we consider the following four methods (see
Table 1):

TaBLE 1: Classification based on modulation and demodulation
schemes.

LSF-code random-code
MMSE filter Method 1 Method 2
Matched filter Method 3 Method 4

(1) modulate with an LSF-code and demodulate with the
MMSE filter (which is the proposed structure);

(2) modulate with a random spreading code and demod-
ulate with the MMSE filter;

(3) modulate with an LSF-code and demodulate with the
matched filter;

(4) modulate with a random spreading code and demod-
ulate with the matched filter.

Firstly, we show that the MMSE filter (Methods 1 and
2), computed directly with (4) and (7), outperforms the
matched filter (Methods 3 and 4). Then, we employ two types
of adaptive algorithm to realize Methods 1 and 2, and show
that Method 1 (the proposed structure) requires a much
smaller number of iterations to converge than Method 2.

3.1. Comparison of four methods

We compare the performance of the four methods for
the processing gain N = 32 under various conditions.
Throughout the section, the order of LSF is set to M = 3. We
employ the common performance measure called the signal
to interference-plus-noise ratio (SINR), which is defined as
follows:

[i](s1,h))’}
— Avbi[i)s1,h))’}

E{(A1b1
E{((x[i]

,  VheRYN

(11)

SINR(h) :=
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F1GURE 2: Comparisons of the four methods for the processing gain N = 32. For LSF, we let M = 3.

Under Assumption 1, (11) is reduced to

A% (Sl)h>2

SINR(h) = £ 768Th + 027"

vh e RV. (12)
We firstly fix the signal to noise ratio (SNR) :=
10log,,(A1/6?) to SNR = 20 dB and change the number of
users K (by following the way in [16]) as

K:=|aN]| for a € [0,5]. (13)

We assume that the amplitudes of all the users are equal.
The results are depicted in Figure 2(a). Although omitted
for visual clarity, almost identical curves are obtained for
N = 64,128; see [17]. This implies that the performance is
a function of the ratio between the processing gain N and
the number of users K. Thus, the figure is useful when, for
example, the designer would like to know how many users
can access, for a given N, to the same channel simultaneously
with guaranteeing specified SINR performance.

We secondly fix K = 20 and change the SNR value (the
other conditions are the same as in Figure 2(a)). The results
are depicted in Figure 2(b). From Figure 2, for a wide range
of situations, the following observation follows.

Observation

(1) Method 1 (or Method 2) performs better than
Methods 3 and 4.

(2) The performance of Methods 1 and 2 is almost
identical.

(3) The difference between Method 1 and Method 3 (or
Method 4) is notable when the number of users is
practically small (i.e., « <1 © K < N).

(4) The difference between Method 1 and Method 3 (or
Method 4) is notable when SNR is practically large
(i.e., SNR > 10dB).

(5) Method 3 performs better than Method 4 (cf. [1]).

The reason for the observation (1) and (2) is given below.

Remark 1. Unlike the MMSE receiver, the LSF does not
depend on any specific parameters of the system, and
optimizes the average performance in asynchronous systems
according to the ergodic theory. This means that LSF is not
an optimal FIR filter in each “specific” situation, whereas
the MMSE receiver is. This is the reason for the observation
(1). In Method 1, the MMSE receiver is constructed so that
its convolution with the LSF plays nearly the same role as
the MMSE receiver in Method 2. This is the reason for the
observation (2).

So, why should we use the LSF-code? This will be clarified
in the following subsection, but simply stated, the LSF-code
allows an adaptive filter to realize (or well approximate) the
MMSE receiver in a smaller number of iterations.

We finally examine the resistance of the methods to the
near-far problem, which occurs when the power controlling
systems perform imperfectly. Specifically, we consider the
situations in which all interfering users have f times larger
amplitudes than the desired one for f = 1,2,10. We set
N = 32, SNR = 20dB, and the number of interfering users
K — 1 ranges between 0 and 40. Figure 3 depicts the results
(we omit Method 2, because it is nearly identical to Method
1). It is seen that the performance of Methods 3 and 4 (i.e.,
matched filter) degrades severely by only a few number of
strong interfering users. Meanwhile, Method 1 keeps high
SINR performance (above 10 dB) even when the number of
strong interfering users is up to K — 1 = 14 (< N/2). This
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SNR = 20dB.

is consistent with one of the results in [18] that, for near-
far resistant performance, the system design should satisfy
K — 1 < N/2 for asynchronous CDMA systems.

3.2. Method 1 versus Method 2 with
adaptive algorithm

The MMSE receiver (i.e., Method 1 or 2) involves the
autocorrelation matrix of the received vector and its inverse.
The autocorrelation matrix is in general unavailable and,
even if available, the computational costs for its inverse
are prohibitively high. Therefore, the adaptive filtering is
a practical approach to realize the MMSE receiver in real

18
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FiGure 5: Correlation properties of the matched filter: Method 4
(random code) and Method 3 (LSF-code) for M = 2,3,32.

time. We remark here that the processing in the adaptive
filtering algorithm is independent of the choice of spreading
codes. (The MMSE-filter coefficients in Methods 1 and 2 are
multilevel in general.)

In the adaptive filtering approach, the matched filter, that
is, the spreading code of the desired user, is commonly used
as an initial estimate. An adaptive algorithm starts from the
initial estimate and updates the estimate iteratively according
to incoming data for achieving the MMSE receiver as quick
as possible. The observation (1) suggests that the use of
LSF-code in asynchronous systems provides the adaptive
algorithm with a more accurate initial estimate. In other
words, the adaptive algorithm can start from a closer point
to the optimal MMSE receiver, leading to notable reduction
in the number of iterations required to achieve sufficiently
high SINR performance.

To verify this, simulations are conducted; Methods 1 and
2 are computed with two blind adaptive filtering algorithms:
(i) blind-NLMS (BNLMS) [8] with its step size pg = 0.6,
and (ii) BPCP [14] with q = 16 parallel projections. The
transmitted symbols b;[i] (j = 1,2,...,K, i € N) are binary
(“+1” or “—17), and b [i] is detected, with an adaptive filter
h[i] € RN, by taking the sign of the filter output h”[i]r[i].
For a fair comparison, the parameters of each method are
adjusted so that the steady-state performance is comparable
to each other; in this case, it is meaningful to compare the
number of iterations required for achieving a certain level of
SINR. For BPCP, we set Ay = 0.04 and p = 0.4 for Method
1, and Ax = 0.1 and p = 0.2 for Method 2. The simulations
are performed with N = 32 and K = 8 under SNR = 20dB.
The order of LSF is set to M = 3. We let the interfering users
have 10 times larger amplitudes than the desired one (i.e.,
B = 10). The results are depicted in Figure 4. We observe
that, compared with “Method 2 + BPCP” “Method 1 +
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FiGure 6: Correlation properties, in asynchronous systems, (a) Method 1 for SNR = 20dB, (b) Method 1 for K = 20, (c) Method 2 for
SNR = 20dB, and (d) Method 2 for K = 20. We let M = 3 for Method 1.

BPCP” reduces the number of iterations required to achieve
SINR = 15 dB by half approximately.

4. AUTOCORRELATION PROPERTIES OF FILTERS

We examine the correlation properties of the linear filters
studied in the previous section. For a given filter (0 # )h €
RN, we define its autocorrelation as

Ce(h) = [[h]z;l:N [h]{g]h

k2

, ¢=0,1,...,N—-1. (14)

The function C; has a symmetric property Cy(h) = Cy_,(h),
for¢ =1,2,...,N — 1, Yh € RV, because

(h] -
IhI*Ce(h) = [[hlgyy [hlT] [[h]Nl_jﬂfN]

= [[h]N—eriy (W] [[ By ] (15)

h]€+1:N

= [Ih]*Cy—e(h).

Hence, it is sufficient to examine the correlation Cp for € =
0,1,...,[(N —1)/2]. We set N = 32 and let all users have the
same amplitudes (i.e., f = 1).
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systems.

Figure 5 depicts the autocorrelation properties of the
matched filters used in Method 3 (for the order M = 2,3,32)
and Method 4 [or equivalently the correlation properties of
the LSF-codes (for M = 2,3,32) and the binary random
codes]. We compute average correlations of each method
over 5000 binary random codes generated independently
(recall that the LSF-code is generated with a binary random
code). It is seen that the LSF-code has negative correlation,
thatis, C, ~ (=8)" for 8 € (0, 1), which is a desired property
in asynchronous CDMA systems; see, for example, [19] and
the references therein. It is also seen that the use of M = 3
and M = 32 yields nearly the same correlation, implying that
the order M = 3 would be reasonable for good performance
and low computational costs. The results for M = 4,5,...,31
are almost identical to the results for M = 3, 32.

Next we examine the correlation properties of Methods 1
and 2 (the MMSE-based methods) in asynchronous systems
in several situations (M = 3 for Method 1). Figure 6 plots
the results, where in 6(a) and 6(c) the SNR is fixed to 20 dB
and the number of users is changed as K = 3, 10, 15, 20, and,
in 6(b) and 6(d), K = 20 is fixed and SNR is changed as
SNR = 0, 10, 20, 30 dB. From Figures 6(a) and 6(b), it is seen
that Method 1 has a negative correlation property similar to
Method 3 in a wide range of situations. On the other hand,
from Figures 6(c) and 6(d), it is seen that Method 2 also has a
negative correlation property, but the exponential factor § €
(0, 1) depends highly on SNR and K. For instance, § becomes
large when SNR and/or K increases.

To explain this, we show in Figure 7 the correlation prop-
erties of Method 2 in synchronous systems under various
conditions (K = 3,10,15,20, SNR = 0,10,20,30dB). It is
seen that there is no correlation (under any conditions) in

(®)

FIGURE 8: (a) An example of received signals in asynchronous
systems with two users, and (b) an illustration of the effective
interference reduction that happens in integrating b,(t)s,(t) from
iTtoiT+T,.

case of synchronous systems. Referring to Figure 6(c), we
observe that K = 3 yields similar results to the case of
synchronous systems. This would be because the “degree” of
asynchronous is small due to the small number of interfering
users. Referring to Figure 6(d), on the other hand, SNR =
0dB yields closer performance to the case of synchronous
systems (i.e., a smaller value of §) than the cases of SNR =
10,20, 30 dB. This would be because the noise is dominant
over the interfering signals when SNR = 0dB, making the
“degree” of asynchronous small.

Let us clarify here the optimality of the LSF and the
MMSE receiver.

(1) The LSF is an optimal FIR filter in asynchronous
CDMA systems in an average sense, thus it is
situation-independent.

(2) The MMSE receiver is an optimal FIR filter (in
general CDMA systems), which is a function of
spreading codes and amplitudes of all users and
the noise variance (thus it is situation-dependent).
Note that such knowledge is not required for the
adaptive filtering techniques to realize the MMSE
receiver (e.g., blind methods such as the one used in
Section 3.2 require only the received signal and the
signature of the desired user).

Viewing Figure 6 from another side, we could say that,
in asynchronous systems, the average correlation property
of the MMSE receiver over all situations would roughly
be identical to that of the LSE This is a natural claim
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from the different senses of optimality, shown above, of the
LSF and the MMSE receiver. We finally emphasize that a
remarkable distinction is observed between synchronous and
asynchronous cases in the correlation property of the MMSE
receiver (Method 2).

5. CONCLUSION

In this paper, we have presented an efficient structure
employing two kinds of optimal FIR filters, respectively, at
the transmitter and the receiver for asynchronous CDMA
systems. We have demonstrated that the use of the LSF-code
with an adaptive linear receiver yields significant reduction
in adaptation-time. The study of autocorrelation properties
has shown that (i) the MMSE receiver with the LSF-code has
similar correlation to the LSF-code itself in a wide range of
scenarios, (ii) the average correlation of the MMSE receiver
with a random code in asynchronous systems would roughly
be identical to that of the LSF, and (iii) there is a notable
difference between synchronous and asynchronous cases for
the MMSE receiver.

APPENDIX

In [5], after formulating an asynchronous system as its
equivalent synchronous system, it is written that “we can
analyze the asynchronous system considered as a synchronous
system with additional interferers” This is of course true,
and the formulation therein is very useful to analyze the
convergence properties of adaptive algorithms.

However, if one would like to know precise performance
of the algorithm in completely asynchronous systems, then
asynchronous systems should be taken into account. The
reason can be found in [20], in which Pursley has shown
that the asynchronism reduces the “effective” interference.
In other words, the performance under the same settings
(the length of spreading code, the number of interfering
users and their transmitted power, the noise level, etc.) is
different in general between synchronous and asynchronous
systems.

Nevertheless, most studies on the (adaptive) MMSE
receiver have focused solely on a synchronous case [21, 22]
(or a “symbol-asynchronous but chip-synchronous” case;
i.e., the delays of all users are aligned to the chip timing
[16]). Only a few investigations have been done [18, 23]
on completely asynchronous cases. This means that the
important results in [20] may not widely be known at least in
the signal processing community, and this is why we rephrase
the fact in this appendix.

To explain the Pursley results intuitively, we give a simple
example. We assume that there are only two users with
amplitudes equal to one, no noise, no fading, and the
spreading code is binary with its length only N = 3. Then,
the continuous-time expression of the received signal is given
by (see Figure 8(a))

r(£) = bi(D)s1(8) + ba(1)s2(). (A.1)

The first element of r[i], for example, is given as follows:

iT+T,
nlil= | e
iT
(A.2)
iT+T. iT+T.
- | aosodr | bosod.

iT iT
The second term of (A.2) is illustrated in Figure 8(b), where
the equality means that the integral of the positive and
negative values (left side) is equal to the integral of the
smaller positive values (right side). This is the mechanism
of the reduction of effective interference in asynchronous
systems, and the same happens in general situations; note
that the reduction does not happen when the system is
chip-synchronous. It would be worth mentioning that it
has been shown in [16, 17] that the MMSE receiver (as
well as the matched filter) exhibits higher performance in
asynchronous systems than in synchronous systems under
the fair conditions, although the MMSE receiver is optimal
whether the system is asynchronous or not.

REFERENCES

[1] K. Umeno and A. Yamaguchi, “Construction of optimal
chaotic spreading sequence using Lebesgue spectrum filter,”
IEICE Transactions on Fundamentals of Electronics, Communi-
cations and Computer Sciences, vol. E85-A, no. 4, pp. 849-852,
2002.

[2] R. Rovatti and G. Mazzini, “Interference in DS-CDMA
systems with exponentially vanishing autocorrelations: chaos-
based spreading is optimal,” Electronics Letters, vol. 34, no. 20,
pp. 1911-1913, 1998.

[3] G. Mazzini, R. Rovatti, and G. Setti, “Interference minimisa-
tion by autocorrelation shaping in asynchronous DS-CDMA
systems: chaos-based spreading is nearly optimal,” Electronics
Letters, vol. 35, no. 13, pp. 1054-1055, 1999.

[4] C.-C. Chen, K. Yao, K. Umeno, and E. Biglieri, “Design of
spreads-pectrum sequences using chaotic dynamical systems
and ergodic theory,” IEEE Transactions on Circuits and Systems
I, vol. 48, no. 9, pp. 1110-1114, 2001.

[5] U. Madhow and M. L. Honig, “MMSE interference sup-
pression for direct-sequence spread-spectrum CDMA,” IEEE
Transactions on Communications, vol. 42, no. 12, pp. 3178—
3188, 1994.

[6] P.B.Rapajic and B. S. Vucetic, “Adaptive receiver structures for
asynchronous CDMA systems,” IEEE Journal on Selected Areas
in Communications, vol. 12, no. 4, pp. 685-697, 1994.

[7] S. L. Miller, “An adaptive direct-sequence code-division
multiple-access receiver for multiuser interference rejection,”
IEEE Transactions on Communications, vol. 43, no. 2—4, pp.
1746-1755, 1995.

[8] M. Honig, U. Madhow, and S. Verdu, “Blind adaptive mul-
tiuser detection,” IEEE Transactions on Information Theory,
vol. 41, no. 4, pp. 944-960, 1995.

[9] S.C.Parkand]. F. Doherty, “Generalized projection algorithm
for blind interference suppression in DS/CDMA communica-
tions,” IEEE Transactions on Circuits and Systems II, vol. 44, no.
6, pp. 453-460, 1997.

[10] H.V.Poor and X. Wang, “Code-aided interference suppression
for DS/CDMA communications—part II: parallel blind adap-
tive implementations,” IEEE Transactions on Communications,
vol. 45, no. 9, pp. 1112-1122, 1997.



Masahiro Yukawa et al.

(11]

[12]

(13]

[14]

(15]

[16]

[17]

(18]

[19]

(21]

[22]

(23]

X. Wang and H. V. Poor, “Blind multiuser detection: a
subspace approach,” IEEE Transactions on Information Theory,
vol. 44, no. 2, pp. 677-690, 1998.

M. Honig and M. K. Tsatsanis, “Adaptive techniques for
multiuser CDMA receivers,” IEEE Signal Processing Magazine,
vol. 17, no. 3, pp. 49-61, 2000.

H. Sakai and T. Sakaguchi, “Performance analysis of a
new adaptive algorithm for blind multiuser detection,” in
Proceedings of the 11th European Signal Processing Conference
(EUSIPCO °02), vol. 1, pp. 379-382, Toulouse, France,
September 2002.

M. Yukawa, R. L. G. Cavalcante, and I. Yamada, “Efficient
blind MAI suppression in DS/CDMA systems by embedded
constraint parallel projection techniques,” IEICE Transactions
on Fundamentals of Electronics, Communications and Com-
puter Sciences, vol. E88-A, no. 8, pp. 2062-2071, 2005.

S. Haykin, Adaptive Filter Theory, Prentice Hall, Upper Saddle
River, NJ, USA, 3rd edition, 1996.

A. Kiran and D. N. C. Tse, “Effective interference and effective
bandwidth of linear multiuser receivers in asynchronous
CDMA systems,” IEEE Transactions on Information Theory,
vol. 46, no. 4, pp. 1426-1447, 2000.

M. Yukawa, K. Umeno, and G. Hori, “Adaptive MMSE
receiver aided by Lebesgue spectrum filter in asynchronous
CDMA systems,” in Proceedings of the IEICE Signal Processing
Symposium, pp. 506-511, Sendai, Japan, November 2007.

U. Madhow and M. L. Honig, “On the average near-far resis-
tance for MMSE detection of direct sequence CDMA signals
with random spreading,” IEEE Transactions on Information
Theory, vol. 45, no. 6, pp. 2039-2045, 1999.

A. Tsuneda, “Design of binary sequences with tunable expo-
nential autocorrelations and run statistics based on one-
dimensional chaotic maps,” IEEE Transactions on Circuits and
Systems I, vol. 52, no. 2, pp. 454-462, 2005.

M. B. Pursley, ““Performance evaluation for phase-coded
spreadspectrum multiple-access communication—part I: sys-
tem analysis,” IEEE Transactions on Communications, vol. 25,
no. 8, pp. 795-799, 1977.

D. N. C. Tse and S. V. Hanly, “Linear multiuser receivers:
effective interference, effective bandwidth and user capacity,”
IEEE Transactions on Information Theory, vol. 45, no. 2, pp.
641-657, 1999.

S. Verdu and S. Shamai, “Spectral efficiency of CDMA with
random spreading,” IEEE Transactions on Information Theory,
vol. 45, no. 2, pp. 622-640, 1999.

A. Mantravadi and V. V. Veeravalli, “MMSE detection in
asynchronous CDMA systems: an equivalence result,” IEEE
Transactions on Information Theory, vol. 48, no. 12, pp. 3128—
3137, 2002.



	1. INTRODUCTION
	2. PRELIMINARIES
	2.1. System model
	2.2. MMSE receiver
	2.3. LSF-code

	3. PROPOSED STRUCTURE FOR ASYNCHRONOUS CDMA SYSTEMS
	3.1. Comparison of four methods
	3.2. Method 1 versus Method 2 with adaptive algorithm

	4. AUTOCORRELATION PROPERTIES OF FILTERS
	5. CONCLUSION
	APPENDIX
	REFERENCES

