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These days, there is an increasing interest in Mobile TV broadcast services shown by customers as well as service providers. One
general problem of Mobile TV broadcast services is to maximize the coverage of users receiving an acceptable service quality,
which is mainly influenced by the user’s position and mobility within the cell. In this paper, graceful degradation is considered
as an approach for improved service availability and coverage. We present a layered transmission approach for 3GPP’s Release 6
Multimedia and Broadcast Service (MBMS) based on temporal scalability using H.264/AVC Baseline Profile. A differentiation
in robustness between temporal quality layers is achieved by unequal error protection approach based on either application
layer Forward Error Correction (FEC) or unequal transmit power for the layers or even a combination of both. We discuss the
corresponding MBMS service as well as network settings and define measures allowing for evaluating the amount of users reached
with a certain mobile terminal play-out quality while considering the network cell capacity usage. Using simulated 3GPP Rel. 6
network conditions, we show that if the service and network settings are chosen carefully, a noticeable extension of the coverage of
the MBMS service can be achieved.
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1. Introduction

These days, there is an increasing interest in Mobile TV
broadcast services shown by customers as well as by service
and network providers. Such services may be based on
cellular networks as specified in Release 6 of the 3rd Genera-
tion Partnership Project (3GPP) Multimedia Broadcast and
Multicast Service (MBMS) [1-4]. One general problem of
Mobile TV broadcast services over cellular networks is the
coverage, which may change depending on the user’s location
within a cell; that is, users at cell boundaries typically get
a less strong signal than users closer to the cell center get.
This affects the packet loss rate and, respectively, the network
throughput, which has a noticeable influence on the received

video quality. In order to become widely accepted, Mobile
TV services need to offer service reliability throughout the
transmission cell. Mobile TV broadcast services may be
also based on other radio access bearer techniques as, for
example, single frequency networks of DVB-H [5] or DVB-
SH [6], which may show similar problems with respect to the
coverage. In this paper, we focus on cellular access bearers of
3GPP Rel.6 MBMS only.

To increase the coverage in terms of served users or
to reduce costs in terms of required transmission power/
network resources, graceful degradation is considered as
an approach for extended coverage. Such an approach for
improving the availability and coverage of the service at fixed
transmission cost or for reducing the transmission cost at
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slightly reduced quality for some of the users is to transmit
a part of the service providing a base user experience with
higher protection or higher transmission power. The rest
of the service’s data rate fraction representing one or more
quality enhancements is transmitted at lower costs with less
protection or with less transmission power. Since such a
transmission approach is only feasible with scalable media
types, we rely in this work on the H.264/AVC Temporal
Scalability as supported in the H.264/AVC Baseline Profile
[7], which is already supported by 3GPP’s Rel.6 MBMS.

One important key factor for giving success to Mobile
TV services is the continuity of the service availability. The
differentiation in robustness of base and enhancement layer
of the scalable media and the resulting different received
qualities depending on the user’s reception conditions leads
to graceful degradation, which can in fact lead to higher
acceptance of the service itself due to higher service availabil-
ity, for some users possibly at reduced quality.

Prior research work on graceful degradation for wire-
less broadcasting includes papers focusing on transmission
techniques like hierarchical modulation [8, 9], scalable video
coding [10-13], or combinations of both [14, 15]. However,
an application of graceful degradation to cellular mobile
broadcasting systems together with a performance analysis
in terms of experienced service quality of different network
and service settings is still missing.

In this paper we present a layered transmission approach
for 3GPP’s Rel.6 MBMS based on H.264/AVC Baseline Profile
Temporal Scalability and different Raptor application layer
FEC protection [2, 16] and different radio power spreading
as well as combinations of both. We evaluate the usage and
the integration of video scalability with the H.264/AVC video
coding standard in 3GPP Multimedia Broadcast/Multicast
Services (MBMS) Rel.6 as a standardized mobile broadcast-
ing system. We present the different transmission schemes for
audio and H.264/AVC video realizing graceful degradation in
MBMS.

For evaluating the benefit of graceful degradation in
3GPP Rel.6, we define assessment techniques for measuring
the quality coverage describing the amount of users reached
with a certain mobile terminal play-out quality. We connect
this quality coverage to a measure for used network cell
capacity giving the used network resources for 3GPP Rel.6
network cells. Finally, we evaluate graceful degradation
under simulated 3GPP Rel.6 network conditions. We show
that if the service and network settings are chosen carefully,
a noticeable extension of the coverage of the MBMS service
can be achieved, especially for receivers with poor reception
conditions.

In the next section, we give an overview of MBMS in
3GPP Rel. 6. In Section 3, we present H.264/AVC Baseline
Profile Temporal Scalability as used in this work. The
proposed transmission schemes for audio and H.264/AVC
video are introduced in Section 4. Section 5 covers the media
play-out quality assessment, including the measure for used
cell capacity. Section 6 presents the simulation environment
and Section 7 provides a detailed overview on the simulation
results. We finalize the paper in Section 8 with a summary
and a conclusion.
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FIGURE 1: MBMS Broadcast Mode with “Counting.”

2. MBMS

3GPP has defined an MBMS feature for UMTS and GSM-
EDGE systems [1, 17]. The key motivation for integrating
multicast and broadcast extensions into mobile commu-
nication systems is to enable efficient one-to-many data
distribution services. As shown in Figure 1 the basic idea is
to use multicasting in the service layer and core network in
order to save on server and transmission network capacity.
On the radio interface the multicast service can be provided
with a broadcast transmission. MBMS services can be
multiplexed flexibly with unicast services in the same cell and
on the same carrier frequency.

Within the UMTS radio access network MBMS was
introduced in Release 6 of the 3GPP specifications. MBMS
integrates so-called point-to-multipoint (PTM) bearers for
broadcast in cells with a high number of group members
requesting the same content with point-to-point (PTP)
bearers for unicast. Thus a service delivered over MBMS
typically uses PTM transmission within geographical areas
of high density of group members and PTP transmission
in cells with low number of group members. The PTP
transmission uses one of the existing unicast radio bearers,
preferably HSDPA (High Speed Downlink Packet Access),
where the transmission parameters can be adapted to the
individual user equipment (UE) reception conditions. In
contrast, for the PTM mode no control channel for feedback
of reception quality can be used by the UEs; therefore the
transmission needs to be statically configured. Due to the
lack of a feedback control channel the content server cannot
be informed about possible reception problems at particular
receivers in difficult radio propagation environments. The
present work therefore investigates opportunities for the
PTM mode to provide a graceful degradation of media
quality in such conditions.

If the broadcast bearer service is used, UEs do not
need to inform the network when they start receiving the
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service. Nevertheless, the radio network controller (RNC)
nodes can initiate a counting procedure where a statistically
representative number of receiving UEs need to respond.
Based on this information the RNCs can decide for each cell
if the transmission mode should be kept or changed from
PTM to PTP or vice versa. Transmission in a cell may also
be stopped entirely if no UE is present. The cell continues
to announce the considered MBMS service, and if a new
UE desires to receive the service, it will contact the RNC to
start transmission again. All these procedures are completely
invisible to the user as they serve only to maximize the
transmission efficiency.

The MBMS bearer service addresses MBMS transmission
procedures below the IP layer. It provides a new PTM
transmission bearer, which may use common radio resources
(i.e., broadcast) in cells of high receiver density. The MBMS
bearer service is supported by both UMTS Terrestrial Radio
Access Network (UTRAN) and GSM/EDGE Radio Access
Network (GERAN) [1, 18]. The MBMS Broadcast Mode
offers a PTM distribution system. The PTM transmission
bearer uses the MBMS Traffic Channel (MTCH). This logical
channel is mapped to a transport channel of type Forward
Access Channel (FACH) which uses Turbo coding. A FACH
is mapped to a physical channel of type Secondary Common
Control Physical Channel (S-CCPCH), which uses QPSK
(or, in Release 7, also 16 QAM) modulation at a constant
transmission power. Multiple MTCHs can be configured in a
cell, either time multiplexed on one FACH or transmitted on
separate FACHs. Multiple FACHs may be multiplexed on one
S-CCPCH or transmitted on separate S-CCPCHs. A brief
summary of the channels is given in Table 1.

The investigations in this work are based on 3GPP
Release 6 functionality. However, meanwhile 3GPP has
further evolved MBMS in Release 7 [19]. A new transmission
mode has been added that increases the system capacity
by avoiding intercell interference. If the same multimedia
service shall be provided over geographical areas comprising
several cells or even an entire nation, advantages can be
taken from the inherent single frequency operation of the
Wideband CDMA (WCDMA) and Long Term Evolution
(LTE); that is, all cells can use the same carrier frequency
and the terminal is therefore inherently able to receive the
signals from several cells simultaneously. If different cells
transmit different information, then the signals interfere
in the terminal receiver. Whereas this cannot be avoided
for user-individual services, it is possible to avoid intercell
interference for broadcast services by sending the same signal
from all cells in the service area at the same time. By the
elimination of intercell interference, a significant increase
in spectral efficiency and thereby throughput on the used
radio resources is achieved. This efficient exploitation of the
single frequency network nature for MBMS is called MBSFN
in 3GPP. MBSEN transmission in FDD mode requires that
a carrier is dedicated to MBSEN transmission; that is, this
carrier cannot be used for unicast. For this reason and in
scenarios where broadcasting is intended over a few cells only
where the MBSFN gains are small, the Release 6 mode of
MBMS transmission remains an important complement to
MBSEN transmissions.

TaBLE 1: Channels of MBMS bearer service.

Logical channel MTCH
Transport channel FACH
Physical channel S-CCPCH

On the application layer, the Raptor FEC code [2] may be
used to increase bearer reliability for MBMS transmissions.
The Raptor code belongs to the class of Rateless codes and
can thus generate an arbitrary number of FEC redundant
symbols out of one source block. The FEC protection level
is depicted by the so-called code rate c. In this paper the code
rate is defined as the fraction of the number of Raptor source
symbols k and the total number of Raptor symbols n = k+p,
where p denotes the number of used repair symbols.

3. H.264/AVC Baseline Profile
Temporal Scalability

The MBMS Rel. 6 [1] specification supports the use of
H.264/AVC Baseline Profile Level 1b [7], which, amongst
others, does not allow the use of bipredictive pictures. In
order to provide temporal scalability, in this work we use a
prediction structure with referenced (I-pictures, P-pictures)
and nonreferenced (p-pictures) pictures, where the p-pictures
are not used for temporal prediction by any other picture
and so the disposal of such a picture does not affect any
other picture. Thus using a coding structure with p-pictures
allows for temporal scalability by dropping the p-pictures
without causing any prediction errors. We examined three
different coding structures. Each sequence starts with an I-
picture. IpP (Figure 2) with one, IppP (Figure 3) with two,
and IpppP (Figure 4) having three consecutive nonreferenced
pictures between two referenced pictures. The I-picture
period depends on the required Random Access Point (RAP)
frequency.

Both the number of p-pictures and the characteristic
of the sequences influence the scalability features and
compression efficiency of the video stream in terms of bit
rate and frame rate. Keeping the frame rate constant, the IpP
and the IppP coding structure allows for only one additional
temporal level having the I- and P-pictures in one layer
(base layer) and the p-pictures in a second layer (temporal
enhancement layer). Using the IpppP coding structure there
are two temporal levels, that is, the base layer incorporates
the I- and the P-pictures, the first enhancement layer the
middle p-picture, and the second enhancement layer the
remaining p-pictures. Table 2 depicts the base layer and the
possible temporal enhancement (enh.) layer(s) where the the
grayed out pictures are not included in the layer.

To get an impression of the bit rate distribution across
the layers, we examined the layer bit rates of five sequences
(Foreman, Football, Mobile, Paris, and Tempete) of different
characteristics, using the aforementioned coding structures.
All sequences have qCIF resolution at 12.5fps and are
encoded with 96kbps, In order to provide a tune in
possibility after a video outage, there is an I-picture every 2
seconds. The results are depicted in Figures 5, 6, and 7, where
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TABLE 2: Scalable layers with IpP, IppP, and IpppP coding structure.

Coding structure Base layer 1. Temporal enh. layer 2. Temporal enh. layer
IpP IpP IpP —
IppP IppP IppP —
IpppP IpppP IpppP IpppP
and frame rates (12.5 fps and 25 fps) and a different number
of p-pictures. The results are depicted in Figures 8, 9, 10, 11,
and 12, where the x-axis shows the number of p-pictures and
the y-axis the video quality in terms of PSNR.
Decoding order 1 3 2 5 4 7 6 The effect on the coding efficiency depends on the
Play out order 1 2 3 4 5 characteristic of the sequence. At sequences with relative low

FIGURE 2: IpP coding structure.
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FIGURE 4: IpppP coding structure.

the x-axis shows the frame rate in terms of frames per second
(fps) and the y-axis shows the bit rate reduction in percentage
of the full stream bit rate.

Increasing the number of p-pictures also increases the
scalability ratio in terms of bit rate and frame rate. Depend-
ing on the sequence the IpP coding allows for up to 33% bit
rate reduction, which means that 33% of the total bit rate lies
in the temporal enhancement layer. The frame rate can be
reduced by half. Using IppP allows for bit rate reduction of
slightly over 50%, whereas the frame rate can be reduced to
one-third of the full frame rate. The IpppP coding structure
can offer two temporal enhancement layers. Dropping the
first temporal layer results in similar scalability features as
observed with IpP coding. Additional dropping the second
temporal layer allows a bit rate reduction up to 60% with the
football sequence and a frame rate reduction down to one-
fourth of the full sequence frame rate.

As aforementioned, the number of p-pictures also influ-
ences the coding efficiency. In the following examination,
we analyzed the already presented sequences. We used three
different bit rates with different resolutions (qCIF and CIF)

motion, for example, Mobile or Tempete, the coding effi-
ciency in terms of PSNR increases with a higher number of
nonreferenced p-pictures whereas at sequences with relative
high motion, for example, Football, the coding efficiency
decreases with the number of p-pictures. The Foreman or
Paris sequences show a similar coding efficiency at different
numbers of p-pictures.

Due to the better scalability feature in terms of bit
rate, for the conducted simulations we use an IpppP coding
structure as depicted in Figure 4. Though there are two
potential temporal layers as shown in Table 2, we focused
on a setting, where we combine all three p-pictures to the
temporal enhancement layer, that is, to get an almost even
bit rate distribution between the layers. A summary of the
used layer setting can be found in Table 3.

4, Layered Transmission

The transmission schemes we have investigated can be subdi-
vided into single layer (SL) transmission schemes and multi
layer (ML) transmission schemes. When SL transmission
is used, a media stream is uniformly protected against
transmission errors. Using higher radio transmission power
(SingleLayer) or lower Raptor code rate (SingleLayerFEC)
allows for increasing robustness of SL transmission in
MBMS. As of the uniform protection, in case of errors, all
parts of the media stream are affected independent of their
importance.

As already shown in the preceding section, some parts
of a media stream can be considered more important than
other parts; for example, referenced pictures (I- and P-) can
be considered more important than nonreferenced pictures
(p-pictures). Hence, it is reasonable to subdivide the media
stream into two or more layers accordingly and increase
the protection of the more important layers, for example,
the layer containing I- and P-pictures, as compared to the
less important layers. Such schemes are denoted as ML
transmission schemes. To increase the reliability of the more
important layer (base layer) while keeping the transmission
cost constant, such an increase in reliability requires a
decrease in reliability of the less important layer(s). In order
to support streaming with different quality layers per service
stream over 3GPP MBMS, the following methods could be
used to differentiate the protection for the different layers.
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TaBLE 3: Coding structure and temporal layers with the related bit rate fraction and frame rate used for simulation.

Coding Structure IpppP Picture types Bit rate ratio Frame rate [fps]
Base Layer Ip 40%-60% 3.125/6.25
Temporal Enh. Layer ppp 60%—40% 12.5/25
qCIF@12.5 fps 96 kbps IpP qCIF@12.5 fps 96 kbps IppP
100 100
90 90
g 80 £ < 80
: -~ :
g 70 g 7 Iy
: - : v
o 60 560 -
g g
£ 50 Z 50 =
40 40
30 T T T T T T 30 T T T T T T
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Frame-rate (fps) Frame-rate (fps)
—— Foreman Paris —4— Foreman Paris
—a— Football —%— Tempete —m— Football —*— Tempete
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FiGure 5: Bit rate and frame rate reduction using IpP coding
structure.

(1) Transmission power per layer: the less important
the layer the lower the transmission power (Unequal
Transmission Power: UTP).

(2) Turbo coding scheme per layer: the less important the
layer the higher the code rate.

(3) Raptor code rate per layer: the less important the
layer the higher the code rate (Unequal Error Protec-
tion: UEP).

For method 1 it is necessary to map the different layers
to different S-CCPCHs. Method 2 can be implemented by
mapping the layers to different FACHs, which are separately
channel coded. As method 1 and 2 are expected to behave
quite similarly, in the simulations we focused on method 1.

Figure 13 illustrates the effect of transmit power setting
on the transport block error probability (BLEP) for a radio
bearer with 256 kbps data rate. The transport block (TB) is
the smallest unit of the Cyclic Redundancy Check (CRC)
protected information on the radio interface. Section 6.1
describes how TBs are mapped to video frames in the
simulation environment. By choosing different power levels,
the BLEP distribution that the users experience on the radio
bearer can be adjusted.

For method 3, the application layer FEC (Raptor FEC)
code rate can be adjusted to increase the protection of a
transmission layer. For SL transmission, the SingleLayerFEC
method has the same code rate for the whole stream.
Using ML transmission, the UEP method has a lower code

—&— Mobile

FIGURE 6: Bit rate and frame rate reduction using IppP coding
structure.
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FIGURE 7: Bit rate and frame rate reduction using IpppP coding
structure.

rate (higher protection) for the more important layer. For
keeping the transmission rate constant, the code rate of the
less important layer must be increased at the same time. Since
method 3 works on application layer, the SingleLayerFEC or
the UEP can be used in combination with method 1 and
method 2 to further increase the robustness of a distinct layer.
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Figure 12: Coding efficiency of Football sequence with different
numbers of nonreferenced p-pictures.

UEP can be achieved within the FEC framework of
3GPP Rel. 6 MBMS by adapting FEC protection under
consideration of the media layers within a single media
stream. Thus method 3 could principally be supported in
3GPP Rel. 6 MBMS without further modifications. On
the other hand, 3GPP Rel. 6 MBMS does not provide
the signaling mechanisms that would be required to allow
subdivision of media streams into two or more layers and
mapping of those layers to different S-CCPCHs or FACHs.
Thus methods 1 and 2 could not be supported in 3GPP Rel.
6 MBMS systems without further system modifications. We
still consider these methods in our simulations to compare
their potential benefits relative to method 3.

In our experiments we compared the SL transmission
schemes (SingleLayer/SingleLayerFEC) with ML transmis-
sion using method 1 (UTP) and 3 (UEP) solely and in
combination (UTP_FEC, UTP_UEP).
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5. Performance Criteria

In order to rate the different transmission schemes, we
compare the received media quality against the required
transmission cost. In this work we define a comprehensible
measurement for the experienced video quality in terms
of quality categories and the required transmission cost in
terms of Used cell capacity (Ucc).

5.1. Quality Assessment. The Peak-Signal-to Noise Ratio
(PSNR) measure, which is derived from mean square
distortion between original video sequence and the recon-
structed video sequence, is the most popular objective quality
measure used in the area of video coding. Although we use
PSNR for evaluation of the encoding results in Section 3,
PSNR cannot show properly the effect of prediction errors
(lost I- and P-pictures), which might be highly visible but
create small distortion in terms of mean square error, or
even of reduced frame rate by the loss of nonreferenced p-
pictures. And it is obviously not suitable to represent outages
in the audio play-out. Much work has been done in the
area of objective video quality assessment (VQA) to find an
appropriate measure. A survey of this research area is given
by Engelke and Zepernick [20]. This work distinguishes
between full-reference method reduced-reference method
and nonreference method, where “reference” indicates the
original, unimpaired video sequence. The full referenced
methods use the original sequence as reference to predict
the quality degradation of the distorted medium. The
reduced-reference methods send additional information of
the original reference along with the video sequence which
can be used for the quality assessment. The nonreference
methods or “blind” methods rate the video quality without
any information of the original reference. In [21], Lotfallah
et al. present a reduced-reference method, where they try to
estimate the experienced video quality using information of
the coding structures, mainly of the prediction range, and the

position of the lost frame in the Group Of Picture (GOP).
Similar approach is presented in [22], where Da Silva et al.
present a “Pseudo subjective Quality Assessment” approach
[23]. In this work, they calculate an objective measure based
on the loss rate of different frame types, respectively I-, P-,
and B-pictures. However, both approaches do not take the
audio loss rate into account and are not sufficient to rate the
behavior of the temporal scalability. In [24], a nonreference
method for audio/video streaming is presented, which esti-
mates the audio-visual quality based on information about
the used audio and video codecs, encoding bit rates, packet
loss rates, and duration of potential rebuffering events. Its
targeted application is quality monitoring for multimedia
services in 3G networks; thus both video and audio are
considered. However the approach is not tuned to consider
the effects of temporal scalability or loss of different frame
types. For our quality assessment, we use a measurement that
is related to [21, 22, 24], picking up the ideas of weighting
the loss rate of different frame types (I-, P-, and p-pictures
and audio-frames), the prediction length of the video coding
structure, and the PSNR measure.

We use an objective quality measure, which reflects in a
comprehensible way the behavior of the introduced temporal
scalability with a very simple and intuitive measure. We
define four quality categories: maximum (max), medium
(med), minimum (min), and unacceptable. The thresholds
of the quality categories were selected in such a manner,
that each of category reflects a certain user experience. A
media stream sorted in the max quality has hardly any
errors. Received media streams of the med quality can have
a reduced frame rate, but hardly any prediction errors or
audio outages. That is, in this category we assume that the
loss of nonreferenced p-pictures is tolerable for the user
because it only results in a reduced frame rate but does not
affect any prediction errors. The min quality tolerates the
loss of all p-pictures and some prediction losses and audio
outages. The rest of the simulated media streams, which do
not fit in one of the aforementioned categories, are sorted in
the unacceptable category.

Each of these quality categories is composed by three
measurable values: lost video, lost NRF (nonreferenced
frames, p-pictures), and lost audio in terms of percentage of
the media. The lost video value reflects the ratio of the video
sequence affected by prediction errors due to lost reference
frames (I- or P-pictures). A picture is rated as affected, if
the PSNR value of the received picture is lower than 0.5
dB compared to the error free PSNR value. The lost NRF
value defines the fraction of lost p-pictures, which is related
to the experienced frame rate. The lost audio value shows the
fraction of the media stream suffering from audio outages
due to lost audio frames. The thresholds defined in this work
are depicted in Table 4; that is, “0” stands for no loss and
“1” denotes that all associated frames are lost. The depicted
conditions must be fulfilled after a simulation to rate this test
run with the related quality. Note that if a receiver’s quality
experience is included in the max quality category, it is also
included in the med and min quality category.

To rate the used transmission setting, we compare the
percentage of all users in the cell experiencing the quality
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TABLE 4: Quality categories.

Quality lost video lost NRF lost audio
maximum <0.02 & <0.02 & <0.02
medium <0.02 & <0.70 & <0.02
minimum <0.10 & <1.00 & <0.1
unacceptable >0.10 || <1.00 || >0.1

categories, which reflects the coverage in the cell of a certain
quality category. Certainly, such a quality measure allows no
substituting subjective tests, but it gives an understandable
and comprehensible rating of the experienced media quality
in a cell. That is, it can be seen very easy how many users
are experiencing a video with no errors, with a few errors,
with some errors, or experiencing a video quality which is
not acceptable.

5.2. Used Channel Capacity (Ucc). Each transmission scheme
has a certain transmission cost that is affected by the
transmission power and the total content bit rate considering
all layers of a content channel, whereas a content channel
defines the transmission of one media stream with the
selected transmission scheme. To rate a transmission scheme,
these transmission costs must be taken into account.

We define the Used channel capacity (Ucc) as a metric
of the necessary transmission cost. A Ucc value of 1.0 means
that the full transmission capacity of a cell is necessary for
the transmission of one content channel with the selected
transmission scheme. For instance, with an Ucc value of
0.3, three content channels with the same transmission
cost can be broadcasted with the given cell capacity. We
have considered radio bearers with 128 kbps and 256 kbps.
However, the layer rates do not match the radio bearer rates.
We assume that the difference is accounted for by the normal
UMTS rate matching. Thereby, the unused bearer capacity
can be translated into an equivalent saving in transmit
power. This is taken into account in the Ucc. An example
calculation of the Ucc measure for a UTP_UEP scenario with
two temporal layers is demonstrated in Table 5.

6. Simulation Environment

To simulate the transmission of the presented multilayer
schemes (see Section 4) over a 3GPP MBMS system we
implemented a test system, which simulates a standard
compliant data transmission. The simulation environment
covers the audio and video encoding, “RTP/UDP/IP” pack-
etization, Raptor en-/decoding, and the mapping on the
MBMS transport packets. We build up a simulation chain as
shown in Figure 14. Here one can distinguish between three
different sections of functionality: the “Encoding-section”,
the “Simulation-section,” and the “Decoding-section”

6.1. Simulation System. The “Encoding-section” covers the
audio and video encoding and the Real-Time Transport
Protocol (RTP) packetization. This section uses the original
audio and video files of the selected sequence as input. The

input files are encoded using an H.264/AVC Baseline Profile
encoder for video and an audio encoder for AAC HEv2
[25] encoding. After media encoding, the “RTP Packetizer”
generates the RTP stream. To fit the Maximum Transmission
Unit (MTU) of the IP layer, which in our system is set
to 832 Bytes, it fragments the Network Abstraction Layer
Units (NALUs) as exemplary depicted in Figure 15 by the
use of fragmented NALUs (FUs) specified in RFC 3984
[26]. Finally, the “RTP Packetizer” extracts the RTP header
information, for example, packet size, presentation times-
tamp, sequence number, and so forth from the RTP packets
and stores this information in a text file. These “virtual”
RTP packets are further used in the “Simulation-section” as
input.

The “Simulation-section” simulates the transmission
over an MBMS channel including IP/UDP packetization
and application layer FEC en-/decoding. The “Streamparser”
receives the virtual RTP packets from the text files deliv-
ered by the “Encoding-section” and the “IP/UDP-packet-
generator” generates virtual IP/UDP packets. Further this
section distinguishes between different layers (ProtClass) and
attaches virtual Raptor packets to the different IP streams of
the different layers. The virtual IP streams of the different
protection classes are further sent to the “MBMS-channel-
simulator” The channel is simulated by the use of the
MBMS loss traces (loss patterns). The generation of these
loss patterns is described in Section 6.2. Each Transmit Time
Interval (TTT) has 16 TBs. After the transmission, the “FEC
Analyzer” checks, if the amount of received Raptor packets is
sufficient for error correction. Finally, the recovered virtual
RTP packets are stored in a text file (Received video packets)
and statistics of the lost packets and the type of lost packets
are written to a second text file (ErrorLog).

The “Decoding-section” rebuilds an H.264/AVC data
stream from the encoded H.264/AVC stream, using the
information of the lost RTP packets. The “Video Rebuild
Module” extracts the successful received H.264/AVC NALUs
and writes them back to an H.264/AVC data file, which
is further decoded by an H.264 decoder. In case of the
loss of referenced frames, error concealment similar to the
approach presented in [27] is used. To control the subjective
quality of the received video, the “Decoding-section” allows
for reconstructing the received video. The “Media Rebuild
Module” combines the received YUV file with the original
audio stream which is reassembled using the same error
characteristics as recorded by the simulation. We used a kind
of an audio concealment in such a way, that we assume in
case of lost audio packets a volume drop to zero. The output
is a YUV file and an AVI file, where the latter also comprises
the audio. The YUV file can be used for calculating the PSNR
value and the AVI file for subjective tests.

Figure 15 depicts the mapping of the encoded
H.264/AVC NALUs on the MBMS transport blocks (TBs).
In our simulation we use one slice per picture; therefore, the
size of the NALU mainly depends on its picture type and
the sequence characteristic. To match the IP MTU size, in
our simulation we use fragmented NALUs [26]. The Raptor
generation is done according to the standard specification
[2] and the header extensions are added to the source and
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TasLE 5: Ucc calculation for an exemplary UTP_UEP service setting.

power; = —5dB; power, = —7 dB;
by = 194kbps; b, = 48 kbps;
bearerrate = 256 kbps;

(transmission power per layer)
(bit rate per layer including FEC)
(Bearer bit rate)

Calculate power fraction:
pfl — lo(powerl)/lo — 1075/10 — 032’
sz — lo(powerz)/lo — 10—7/10 — 0'20;
Percentage of cell capacity used for payload transmission = 80 %;

Calculate Ucc:
Ucc = by /bearerrate* pf;/80%-+ b,/bearerrate* pf,/80% = 0.35;

— Content channels = floor(1/Ucc) = 2;
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Ficure 14: Offline simulation chain for transmission of H.264/AVC video and AAC-HEv2 audio over an MBMS channel with full encoding

and decoding.

to the repair packets. The IP and UDP packets are finally
mapped on the MBMS transport blocks (TBs) of fixed size
82 Byte.

6.2. MBMS Channel Simulation. In our investigation we
used traces of the physical layer transport block (TB)
error probability from an MBMS multicell radio network
simulation of a typical urban area. The most important
parameters of this simulation are summarized in Table 6.

The BLEP traces capture the error distribution and time
correlations due to multipath fading. It can be shown that
the coherence time T, of the Rayleigh fast fading process (for
so called classical Jakes Doppler spectrum) is

3

Te= (4 * sqrt(pi) * f7max) (see [23]) (1)

with the maximum Doppler frequency:

v
fd max — cx f (2)
with ¢ being the speed of light. For the simulation the param-
eters v=3km/h, f = 2.1 GHz, and T, = 72.5 milliseconds are
chosen. With this, T, is smaller than the TTI which is equal
to 80 milliseconds. Therefore little correlation of the BLEP is
expected between even adjacent TTIs. For the 40 ms TTI used
with 256 kbps bearers, there will be some correlation. Due to
interleaving and the properties of the Turbo Code, the error
correlation of transport blocks in one TTI is very high. In
the simulation the model is that either all TBs are correct or
all TBs are in error in a TTI. There is one trace for each of
the 500 users and each trace covers 40 s. For video sequences
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FiGure 15: Simplified mapping of RTP packets on MBMS transport blocks including FEC mechanism for RTP as defined in [2].

TaBLE 6: Radio network simulation parameters.

Remarks

Cell layout

Intersite distance 1500 m

Antenna model

Propagation model

Channel model Vehicular A, 3km/h

BS maximum output 17.4W
power, P
Common Pilot Channel

10% of Prax
power

Soft combining

Hexagonal grid, 3-sector

Max gain 18 dBi, electrical +
mechanical tilt: 6 + 2 degrees

pathloss L = 15.3 + 37.6:log, (D)

Horizontal and vertical patterns

Din [m]
Lin [dB]

Non MBMS channels transmit are
allocated as much power that the
total output power reaches the
maximum.

enabled, maximum 3 cells

that last longer than the traces, the respective traces have
been used multiple times, with a random starting point
offset. For ML method 1, we used transport block loss traces
recorded simultaneously for 2 radio bearers transmitted at
different power fractions. The error probabilities of the trace
are compared with the values of a pseudorandom generator
determining whether the data in a TB is lost or not. For every
user the simulation is repeated four times with a different
starting point in the loss pattern. Figure 16 shows a recorded
trace of such a simulation channel. The first number is the
importance layer; so here we have only layer 0. The following
character depicts the packet type, where “_V” stands for
video, “_S” for Recovery SEI, “_R” for an RTCP packet, “_A”
for audio, and “_FECO0” for repair packets of layer 0. The
next value is the CTS (“composition time stamp”) value,

<

followed by the IP packet size. After the arrow “ —” follows
the transmission trace of the MBMS TB packets. The value
“|Ix||” is the loss probability of the loss traces and the next
value “|y|” is the random check value. If the random check
value is lower, all TBs of the following TTT are lost which is
marked by the surrounding stars “*z*.”

6.3. Video Sequences and Application Layer FEC. An MBMS
bearer in Rel. 6 allows for the transmission of up to 250 kbps.
Since the MBMS Rel. 6 specification supports in maximum
H.264/AVC Baseline profile Level 1b, encoding of a sequence
is limited to QCIF@15fps and a maximum bit rate of
128kbps [7]. To fully exploit the given bearer rate, we
assume that MBMS terminals can cope with slightly higher
minimum requirements as, for example, Level 1.1. As MBMS



EURASIP Journal on Wireless Communications and Networking 11

TaBLE 7: Video sequence parameters.

Sequence Type Resolution Frame rate Duration Bit rate PSNR
Reuter News qCIF 12.5 fps 26 seconds 42 kbps 38dB
Stronger Music clip qCIF 25.0fps 64 seconds 148 kbps 36 dB
Wineyard Reportage qCIF 25.0 fps 64 seconds 88 kbps 36 dB

: Z 12
: 0 Size: 544- >7ﬂ BZ 82 IIU OOZIII \0 277444| 82 82 82 64
0_v:CTS: 36000 Ssize: 610-->18 82 82 §2 82 82 82 82 18

0-AiCTS: 3120 size: s19-->64 82 82 82 82 110.002311 [0.214576| 82 45
O_AICTS: 10240 Size: 470-->37 82 82 282

O0_A:CTS: 14336 size: d71-->5§ 82 82

OTAiCTS: 18232 Sise: 455230 53 82 |10.00311 |0.719535| 82 82 47
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0_AICTS: 31744 Size: 539-->"52% #82% *82* .

0_v:iCTS: 93600 Size: 720-->*5* *82% |]0. 002511 10.717271 82 62 82 82 82 82 82 59
O_A:CTS: 36864 Size: 458-->23 82 82 82 82 82 25

O_ACTS: 40960 Size: 468-->57 82 82 |]0.0021|| 10.830622] 82 82 82 1

O_ACTS: 45056 Size: 525-->81 82 82 82 82 4

0_vicTs: 122400 size: 749-->45 82 82 82 52 B2 82 110.99911| 10.3713401 *s2 82+ *as
0_AICTS: 50176 Size: .

il 82
b 82 HD 9991\\ \0 16507SI EZ *E2% WR2* WEIW AqN
i

Jo« Va2s gzs taae thpe vaze 110.020311 10.8616291 82 82 82 65
>17 82 82 82 82 82 82 35
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FiGure 16: Trace of an MBMS transmission with MTU size of 832
Bytes and mapping on 82-Byte MBMS transport packets.

Rel. 7 supports H.264/AVC Baseline profile Level 1.2, this
assumption is even more justified.

We encoded three different sequences using a rate-
controlled encoder with an IpppP coding structure and a
random access point Interval (I-picture+Recoverypoint SEI)
every two seconds. An overview of the sequence parameters
is given in the following. The Reuter sequence is part of a
news program and lasts 26 seconds. The sequence has QCIF
resolution and a frame rate of 12.5 fps. We encoded with
an average PSNR value of 38 dB and a resulting bit rate of
42 kbps. The Stronger sequence is a part of a music clip of 64
seconds duration. The sequence has QCIF resolution and a
frame rate of 25 fps. It is encoded with an average PSNR value
of 36 dB and a resulting bit rate of 148 kbps. The Wineyard
sequence is a part of a documentation and lasts 64 seconds. It
has QCIF resolution at 25 fps and is encoded with an average
PSNR of 36 dB at a bit rate of 88 kbps. For each sequence
an audio layer is encoded with an AAC-HE v2 codec [25] at
constant bit rate of 32 kbps and 48 kHz sample frequency.

Instead of implementing the Raptor code as defined in
[17], we model it by defining that a Raptor code block can be
decoded, if the ratio of received symbols to all symbols in a
code block is at least the number of source symbols plus 3%
code specific symbol overhead. We chose the code block size
of the Raptor code so that it covers 2 seconds of video data,
whereas each source block incorporates one random access
point. Longer intervals would have been preferable for better
correction efficiency; however, the coding interval will also
be the maximum interval it takes for a UE that has just tuned
into the ongoing stream before it can continuously play out
the stream. The tune-in time also gets relevant, when the user

switches between channels. Therefore the tune-in time needs
to be kept low. Following the guidelines in [2], the symbol
size of the Raptor is set to 32 Byte and there are 16 symbols
within one Raptor repair packet.

7. Simulation Results

In the conducted simulations we compare the SL trans-
mission schemes with the ML transmission schemes (cf.
Section 4). The SL schemes contain all data within one
layer whereas in the ML schemes the more important layer
0 contains the referenced I- and P-pictures as well as the
audio stream (AU) and layer 1 contains the nonreferenced
p-pictures. The associated bit rates of the SL and ML stream
including IP/UDP/RTP packetization overhead, the frame
rate, and the video quality in terms of PSNR for all sequences
are shown in Tables 8, 9, and 10. Due to similar importance
compared to the video base layer, we defined that the audio
layer is a part of the media base layer.

For keeping the total bit rate constant, the increase in
reliability for the base layer must be compensated with a
decreased reliability for the enhancement layer. That is, an
even bit rate distribution would be advantageous for the ML
transmission schemes. Depending on the characteristics of
the sequences, the bit rates of the ML case are more (e.g.,
Stronger) or less evenly (e.g., Reuter) distributed over the
layers.

The plots in Figures 17, 19, and 21 show the average
quality coverage over Ucc of 500 users in the same network
area for a simulation time from 104 seconds up to 256
seconds depending on the length of the sequence. Selected
results of the Stronger, Wineyard, and Reuter sequence are
shown in more detail in Figures 18, 20, and 22 . Each
transmission scheme is marked by different colors. The
different lines of the same color denote different settings,
which differ either in FEC code rate or in transmission power
or even both. The lower one of the connected points denotes
the coverage of users receiving the max quality, whereas the
coverage of the med quality is depicted by the middle point.
The coverage value of the min quality is shown by the highest
connected point. For SL transmission the coverage of the
med and max quality has almost the same value due to the
selection of quality layers in Tables 8, 9, and 10 and the
selection of the quality categories depicted in Table 4. For SL,
if one source block is lost, there are I-, P- and, p-pictures as
well as audio frames affected. Due to the higher sensibility of
the defined quality categories to losses of I- and P-pictures
and audio-frames, for SL transmission schemes, it is quite
unlikely that a UE experiences the med quality category,
where only losses of p-pictures are tolerated.
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TABLE 8: Layer bit rates of the Stronger sequence.

Single-layer

(SL) Data Bitrate Framerate PSNR
0 AU+1+P+ppp 193.4kbps 25 fps 36dB
Multilayer .

(ML) Data Bitrate Framerate PSNR
0 AU+I1+P 102.3kbps  6.25 fps 36 dB
1 PPP 91.1 kbps 25 fps

TaBLE 9: Layer bit rates of the Wineyard sequence.

Single-layer

(SL) Data Bitrate Framerate PSNR
0 AU +1+P+ppp 132.0kbps 25 fps 36dB
Multilayer .

(ML) Data Bitrate Framerate PSNR
0 AU+1+P 95.3 kbps 6.25 fps 36 dB
1 PPP 36.7 kbps 25 fps

TasLE 10: Layer bit rates of the Reuter sequence.

Single-layer

(SL) Data Bitrate Framerate PSNR
0 AU+I1+P+ppp 822kbps 1250fps 38dB
Multilayer .

(ML) Data Bitrate Framerate PSNR
0 AU+I+P 63.8kbps  3.125fps 38 dB
1 pPPP 18.4kbps  12.50 fps

The cost for a service providing graceful degradation is
a weaker reliability of the less important layer compared
to SL transmission. Therefore all the ML transmission
schemes loose coverage in the max quality compared to
the SL transmission. That is, since the overall used radio
resources (transmission power and time) are about the same
in this comparison, the radio resources needed for the
higher robustness of layer 0 are taken away from the radio
resources of the layer 1 which is responsible for the decrease
in max quality and thereby this layer becomes less reliable.
The same behavior can be observed for unequal error
protection using application layer FEC. Each transmission
scheme is simulated with manually selected code rates and
transmission power values. Each setting requires different
Ucc values. That is, with increasing Ucc, the coverage of all
transmission schemes increases due to higher transmission
power or lower code rate.

Observing the overview plots in Figures 17, 19, and 21 for
all sequences, the use of an additional FEC in SingleLayerFEC
scheme outperforms the SingleLayer approach. That is,
increasing the transmission power seems to be less efficient in
preventing the occurrence of error bursts that affect reference
frames than decreasing the code rate. The ML schemes show
awider spreading between the min and max quality coverage.
This is due to the loss in max quality coverage due to
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Stronger sequence qcif@25 fps
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FIGURE 17: Results on the Ucc/Coverage diagram for Stronger
sequence.

the lower protection for the nonreferenced pictures and an
increase in min quality coverage due to the higher protection
for audio and the referenced pictures.

In Figures 18, 20, and 22, the simulated code rate and
transmission power are shown in the legend; for example,
“UTP_UEP 0.7/0.9 @ —4dB/—6dB” means an UTP_UEP
transmission scheme, where the code rate and transmission
power for layer 0 are 0.7 and —4 dB and for layer 1 0.9 and
—6 dB, respectively. The transmit power values are relative to
the maximum base station total power of 20 W.

The results for the Stronger sequence are depicted in
Figure 17 for a Ucc value from 0.2 to 0.7. The blue curves
(SingleLayerFEC_0.8_max and  SingleLayerFEC_0.8_min)
depict the best SL transmission setting, which is
SingleLayerFEC ~with code rate 0.8 wunder varying
transmission power. These blue curves are taken as reference
and each ML scheme and setting is compared against.

With the advantageous bit rate distribution of the
stronger sequence (cf. Table 8), most ML transmission
schemes allow for increasing the coverage at least at min
quality and med quality category. Due to the less robust
enhancement layer, the max quality category of the ML
schemes shows a weaker coverage. Figure 18 depicts a cut-
out of selected results in the area from 0.35 to 0.50 in terms
of Ucc, which is marked by the red box in Figure 17.

With the assumption that the loss of nonreferenced p-
pictures is tolerable (cf. Section 5), we can compare the med
quality coverage of the ML scheme with the max quality
coverage of the SL scheme. That is, the “UEP 0.7/0.9 @
—5dB” scheme shows a gain of 5% coverage compared to the
“SingleLayerFEC 0.8” SL scheme. Whereas all selected ML
schemes show a lower coverage for the max quality category,
a gain for the med and the min quality category coverage
can be observed. The results show that for the Stronger
sequence using certain settings of code rate and transmission
power, an increase in coverage can be introduced by an ML
transmission scheme at similar cost.

The bit rate distribution for the Wineyard sequence using
an IpppP coding structure (cf. Table 8) is less favorable
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Figure 18: Coverage of schemes at Ucc 0.35-0.5 for Stronger
sequence.
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FIGURE 19: Results on the Ucc/Coverage diagram for Wineyard
sequence.

for using an ML transmission compared to the Stronger
sequence. The base layers bit rate, which includes the audio
stream, has about 72% of the total bit rate, which makes it
quite expensive for the enhancement layer to increase the
protection of the more important base layer. The simulations
results are shown in Figure 19 from Ucc 0.23 to 0.50.

As can be observed in Figure 19, the ML schemes for
the Wineyard sequence can increase the coverage for the min
quality category but also show a high loss for the max quality.
That is, compared to the SL schemes, using the ML schemes
the loss for the coverage of the max category is higher than
the gain in the min category. Figure 20 depicts the area in
the red box, where selected transmission schemes can be
compared in more detail.

Wineyard sequence qcif@25 fps
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FiGURrE 20: Coverage of schemes at Ucc 0.37-0.42 for Wineyard
sequence.

As exemplary setting, the med quality category of the
“UEP 0.6/0.8 @ —6 dB” scheme shows a 2% gain in com-
parison to the max quality coverage of the “SingleLayer-
FEC_0.6_max” curve. On the other hand we have a huge
drop of about 20% in max quality coverage. That is, the
unfavorable bit rate distribution for the Wineyard sequence
at QCIF resolution makes it difficult for the ML schemes to
increase coverage.

Due to the low bit rate of the encoded video stream
and the relative high bit rate for the audio stream, the bit
rate distribution across the layers of the Reuter sequence
with IpppP coding structure (cf. Table 10) is even worse than
for the Wineyard sequence. The ML schemes transport 77%
of the total bit rate in the base layer. Figure 21 show the
simulation results for the Reuter sequence from UCC 0.06 to
0.31 and Figure 22 gives a more detailed view on exemplary
results from UCC 0.16 to 0.23.

The ML schemes do not show any gain in terms of
coverage compared to the “SingleLayerFEC_0.7” curve. The
results show that, with the Reuter sequence and its very low
bit rates and unfavorable distribution across the layers, an
ML scheme cannot show any gain compared to a standard
SL scheme with application layer FEC protection.

The bit rate distribution across the layer mainly influ-
ences the performance of the ML transmission schemes. As
can be observed for the Stronger sequence, with an even bit
rate distribution and an advantageous scheme settings, the
ML transmission schemes can show a benefit or an increase
in terms of coverage at a similar Ucc value. The results for
Wineyard and Reuter sequence only show a small increase or
for the latter sequence even no increase in terms of coverage.
For both sequences, only the video stream provides a quite
even bit rate distribution, but the audio bit rate is relative
high compared to the bit rate of the video at QCIF resolution.
Note that at higher resolutions the video bit rate ratio is
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FIGURE 21: Results on the Ucc/Coverage diagram for Reuter
sequence.
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F1Gure 22: Coverage of selected schemes from Ucc 0.16 to 0.23 for
Reuter sequence.

much higher whereas the audio bit rate remains constant.
That is, at higher resolutions the total bit rate distribution
for Reuter and Wineyard sequence can be more favorable for
the temporal scalability feature introduced in this work.

8. Conclusion and Summary

In this work, we propose transmission schemes for 3GPP
MBMS Rel. 6 allowing for a graceful degradation with
H.264/AVC Baseline Profile Temporal Scalability using
unequal error protection, radio transmission power spread-
ing, or a combination of both. We implemented a test system
simulating a 3GPP MBMS Rel. 6 compliant transmission
including application layer FEC using the systematic Raptor
code. We introduce quality categories for video and audio
picking up the ideas of weighting the loss rate of differ-
ent frame types (I-, P-, p-pictures and audio-frame), the

prediction length of the video coding structure, and the
PSNR measure. The simulation results show that in principle
graceful degradation can be applied to 3GPP MBMS. Using
graceful degradation a higher number of users are provided
with an acceptable media quality. As expected the number of
users receiving perfect media quality is reduced. The results
are strongly dependent on the bit rate distribution between
the layers. In case of an even bit rate distribution between
base and enhancement layer the most significant gains are
observed. In case of uneven bit rate distribution gains are
lower or not present. Future work could involve the use of
temporal scalability together with a hierarchical prediction
coding structure.
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