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Multipath clusters in a wireless channel could act as additional channels for spatial multiplexing MIMO systems. However,
identifying them in order to come up with better cluster channel models has been a hurdle due to how they are defined. This
paper considers the identification of these clusters at the mobile station through a middle ground approach—combining a globally
optimized automatic clustering approach and manual clustering of the physical scatterers. By including the scattering verification
in the cluster identification, better insight into their behavior in wireless channels would be known, especially the physical realism
and eventually a more satisfactorily accurate cluster channel model could be proposed. The results show that overlapping clusters
make up the majority of the observed channel, which stems from automatic clustering, whereas only a few clusters have clear
delineation of their dispersion. In addition, it is difficult to judge the physical realism of overlapping clusters. This further points
to a need for the physical interpretation and verification of clustering results, which is an initial step taken in this paper. From the
identification results, scattering mechanisms of the clusters are presented and also their selected first and second order statistics.
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1. Introduction

The clustering of multipaths has started to be considered
as an aspect of multiple-input multiple-output (MIMO)
propagation channel models [1-3]. Given that they exist
and depending on the target MIMO application, accurate
knowledge of them in the channel is one of the ways to
take advantage of the benefits of MIMO systems, especially
that of spatial multiplexing systems, wherein these clusters
could act as additional channels. Characterizing multipath
clusters should therefore be satisfactorily accurate and this
hinges on the reality of these clusters. This starts by
identifying them appropriately. Many previous studies (e.g.,
[1,4-7]) identified multipath clusters manually/visually after
some preprocessing. Manual clustering approaches are the
majority of the methods used in identifying multipath
clusters. Distinct from these manual clustering approaches
are automatic clustering approaches [8—11], which on the

other hand are the minority. These automatic clustering
approaches were made in response to the cumbersomeness
of identifying clusters manually from large estimated channel
data derived from channel sounding. Table1l shows a
comparison of these two approaches. Each approach has its
own strengths and weaknesses. One big deficiency of current
automatic clustering approaches is their lack of physical
realism, that is, the multipath clustering results may not
correspond to physical objects in the environment, thus they
may just be numerical and inaccurate. In contrast, manual
approaches could check the physical validity of the clustering
results.

In this paper, a middle ground approach developed
inductively from employing each approach is presented.
It tries to draw the advantages of automatic and manual
clustering. The automatic clustering approach is applied to
estimated channel data, and then verified by manual cluster-
ing. The general goal is basically to understand the behavior
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TaBLe 1: Comparison of two multipath cluster identification
approaches.

Automatic clustering Manual clustering

—real-world clusters are complicated - unwieldy and subjective

— mathematically trackable — physically trackable
— object-based

— “better” object processor

— number-based
— “better” number processor

TABLE 2: Medav-RUSK-Fujitsu wideband MIMO channel sounder.

Carrier frequency 4.5GHz
Bandwidth 120 MHz
Uniform rectangular array
BS antenna 2 X 4 x 2 elements (row X col. X pol.)
V & H polarized patch antennas
Stacked uniform circular array
MS antenna 2 X 24 X 2 elements (row X col. X pol.)

V & H polarized patch antennas

Transmit signal Wideband multitone
Maximum delay setting 3.2us
Number of MIMO channels 1536

TaBLE 3: Small urban macrocell scenario.

BS height ~85m

MS height ~ 1.80m
BS-MS distance ~ 230-400 m
Structure type residential & industrial

of multipath clusters. However, the specific focus of this
paper is to identify clusters more effectively. The outcomes
consisted of overlapping clusters, which was attributed to
automatic clustering, and clusters with clear delineation,
attributed to the manual clustering approach. The result
demonstrates the need for the physical interpretation and
validation of automatic clustering results, which is an initial
step done in this paper. This paper is structured then as
follows. In Section 2, the source of the estimated MIMO
channel data is described. This is followed by an overview
of the approach in Section 3. The details of the approach are
discussed in Sections 3.1 and 3.2, which refer to automatic
and manual multipath clustering, respectively. Sections 2—
3.2 comprise the highlighted part of the framework behind
this paper as portrayed in Figure 1. After these sections, the
results and subsequent discussions are laid out in Section 4.
Finally, conclusions are summarized and drawn.

2. Estimated MIMO Channel

After a macrocell site survey and planning for a mea-
surement campaign in Kawasaki City, Kanagawa, Japan,
channel sounding was performed using the Medav-RUSK-
Fujitsu MIMO channel sounder [12]. Pertinent details of this
wideband channel sounder and the measurement site are in
described in Tables 2 and 3, respectively. The array antennas

Channel sounding
/ and parameter
Macrocell
site survey and
planning for
measurement
campaign

estimation

Middle ground
multipath clustering

Manual
multipath clustering

Automatic

MIMO
channel analysis
and modeling
(not included
in this paper)

FiGure 1: Overall framework. The prominent group presented in
this paper shows the progression of the middle ground multipath
clustering approach from the automatic clustering optimization to
manual multipath clustering.

that were used were carefully calibrated in an anechoic
chamber, which is important for path parameter estimation
[13, 14]. A map of the small urban macrocell showing the
base station (BS) and mobile station (MS) positions is shown
in Figure 2. Photographs of selected positions are shown in
Figure 3. With this measurement setup, time snapshots of
the channel were taken after midnight under a clear spring
weather while the MS was moved at a slowly walking pace
along the street. In between MS positions, the MS movement
covers a 20 m length route, starting and ending with static
measurements.

A maximum likelihood multidimensional parameter
estimation algorithm was used to extract the delay (1),
azimuth (¢), and co-elevation () angle of departure (AoD),
¢ and 0 angle of arrival (AoA), and the four complex
polarimetric weights (yvv, pvi, yav, yan) including the dif-
fuse components [15, 16], where V and H denote the
vertical polarization and horizontal polarization, respec-
tively. Briefly, the co-elevation angle is referred to here
as the elevation angle. The estimation algorithm is based
on the double-directional channel concept, which makes
the results independent of the antennas used [17]. The
measurement site and the estimated channel are precursors
to the multipath clustering progression described in Figure 1.

3. Bicombinational Multipath Clustering

There has been basically two views in identifying multipath
clusters in order to achieve a supposed satisfactorily accurate
cluster channel model. One view is manual clustering,
which is usually done through visual or manual means
while the other is automatic clustering, which is performed
algorithmically (see Table 1). Manual clustering could be
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FiGure 2: BS and MS positions in the measurement site. The BS
antenna was placed on top of a building which was the highest one
in that location (Figure 3(c)), whereas the MS positions were along
the street. The average height of the buildings around the BS was
less than half its height.

seen to operate like “group of patterns are seen, therefore
they are clusters,” whereas for automatic clustering “group
of patterns are numerically optimized, so they are clusters.”
Thus, one approach depends on what is seen, but the other
on numbers. Visual reliance per se or numerical reliance per
se tend to focus only on their respective results. The approach
of this paper tries to combine the strengths of each view.

Given the backdrop notion that modeling clusters starts
by their correct identification, three factors were considered
in the middle ground clustering approach. These factors are
listed in Table 4.

In this paper, the multidimensional Euclidean distance
was used primarily as the similarity/dissimilarity measure
(see Section 3.1), whereas for the significance measure, clus-
ters were considered primarily by their power (specifically,
power proportion; see Section 4.1), and for the validation
measure, they were verified: (i) numerically by the average
rank aggregation (Section 3.1.3) of their clustering validity
indices, and (ii) manually by their corresponding or asso-
ciated scatterers and propagation mechanisms. It is noted
that this is an important step in validating clusters produced
by automatic clustering as it connects with the physical
environment. It has been observed that this validation
is lacking in many existing publications on multipath
clusters.

A middle ground approach developed inductively from
employing each view [18, 19], and then both views are
presented here. In the automatic clustering side, a locally
optimal clustering algorithm was used together with a
stochastically global optimization strategy. The results of the

(b) A view from an MS position near the southeast
side of Figure 2

(c) A view of the BS from an MS position

FIGURE 3: Views of the measurement site.

optimization are evaluated using the average rank aggrega-
tion of several optimal clustering validity indices in order to
find the best number of clusters. In the manual clustering
side, the goal is to verify the automatic clustering results
in relation to the physical environment (see Section 3.2).
The progression of this bicombinational multipath clustering
approach is presented in Figure 1. After preprocessing the
estimated channel, the multipath clustering problem is
optimally solved both on the global and local scales through
simulated annealing and K-means clustering. As shown
in Figure 1, the number of multipath clusters are then
evaluated after these optimization stages. These optimization
and evaluation stages make up the automatic multipath
clustering section. Afterwards, the results are used in the
manual clustering section. Combining these two sections
together gives the middle ground clustering approach. Since
the focus is to identify multipath clusters in a better way, the
modeling aspect in Figure 1 is not included in the paper, but
should be done in the future.
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TABLE 4: Factors considered in the middle ground clustering approach.

Factor Possible quantification

Gives an answer to

Similarity/dissimilarity measure . .
density function, ...

Significance measure

Validation measure
scatterers, . ..

Multidimensional distance, probability

Shape, size, power, mutual information,
target application performance, ...

Clustering validity index, physics,

How near/far are multipaths from each
other?

Which multipaths are considered?

How are the identified clusters validated?

Before presenting the details of the multipath clustering
approach in Sections 3.1, 3.2, other related aspects of
processing the estimated channel are described as follows.

Preprocessing. The clustering was done jointly in all the
spatial and temporal dimensions of the channel parameters.
The Ith path channel data for clustering is denoted here as

Xl _ [Tl (MAOD efoD (MAOA eiAoA]’ (1)

which represent the delay and direction dimensions. Before
automatic clustering was performed, the angular data in X
were first transformed to their direction cosines in order
to transform them into a linear scale. Thus dim{X} = 7
as a result of mapping the two-unit spherical dimensions
(azimuth and elevation) to three-unit Cartesian dimen-
sions (S* — R3). Included with this preprocessing is
the normalization or scaling of each dimension in X to
have zero mean and unit variance. Further, the strongest
paths that represent the line of sight (LoS) were removed
using the single path estimate. This was based on the
goal of only modeling clusters that are due to multipath
mechanisms. It also follows the identification framework
proposed in [20], where the LoS component is subtracted.
In addition, six snapshots of every MS position shown in
Figure 2 were combined for automatic clustering. This six-
snapshot frame corresponds to a physical distance of about
2.5m, which is the resolution of the channel sounder. This
snapshot framing was done for all the snapshots in an
MS position. Dynamic parameters are not considered in
this paper, so only a static six-snapshot frame of every MS
position were used. Furthermore, because of the limitations
of the channel sounder for dynamic outdoor measurements,
the Doppler dimension was not included. Specifically, the
storage system of the channel sounder could not write as fast
as the system measures the next Doppler block due to the
time length in processing the buffered data before storage.
Furthermore, it was not feasible to reduce the number of
antenna elements at the BS and MS, and also the number
of frequency bins in order to match the rate of the storage
system.

Pruning. After determining the number of multipath clus-
ters, cluster pruning was performed as suggested in [9]. The
pruning was done simultaneously in six dimensions. These
dimensions are the cluster power, the root-mean-square
(rms) delay spread, and the rms spreads of the ¢ and 6 AoDs

and AoAs. In the multipath cluster pruning implementation,
all paths run into a loop. In that loop, a path is pruned
if all the remaining cluster power and clusters spreads
without it are =99% of the unpruned cluster power and rms
spreads.

Propagation Mechanism Classes. As was done in [1, 4, 21],
different propagation mechanism classes were considered,
which are also adopted here. These propagation mechanism
classes basically depend on the layout of the measurement.
Thus they belong to the property of the scatterers in
the environment. The considered propagation mechanism
classes are (i) BS direction, (ii) facing BS direction, and
(iii) street direction classes. Each one is divided further
into two: (a) roof direction and (b) ground direction classes.
Knowing these propagation mechanisms classes could show
how multipath clusters are related to the measurement site.
These classes are based on the direction where a cluster
comes from as seen at the MS. Figure2 roughly shows
these directions. Since the viewpoint was at the MS, the
street direction was used as a reference in determining the
BS direction and facing BS direction. So the BS direction
refers to those multipaths whose azimuth AoAs come from
the left side of the street, while those that are from the
right side are the facing BS directions. The limiting 86-
degree field-of-view of the MS patch antennas was used
to determine the extent of the street direction region.
From the estimated MIMO channel data, the azimuth AoA
reference was placed at 0°. This reference was parallel
to the street direction for all the MS positions. For the
elevation propagation mechanism classes, the roof direction
classes are those multipaths whose co-elevation AoAs are
above the MS (6 < 90°), and otherwise for the ground
directions.

3.1. Automatic Multipath Clustering. The local and global
optimizations done in solving the multipath clustering
problem, and the evaluation of the number of multipath
clusters are described in what follows.

3.1.1. Locally Optimal Clustering. Without consistent repro-
ducibility, manual cluster identification methods can become
unwieldy and subjective when applied to large estimated
channel data derived from channel sounding. So the use
of clustering algorithms has been an alternative. Here,
the K-means algorithm [22] for clustering the estimated
channel data was used. It has been used previously in
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[9, 10]. The K-means clustering algorithm gives a locally
optimal solution to a nondeterministic polynomial-time-
hard (NP-hard) problem [23-26]:

K L
minimize Z Z Viad (X1, py)
k=11=1
(2)
K
subject to z Vi =1,
k=1

Vi € {0,1},

where K is the number of clusters, Vi is the assignment
indicator of X; to the kth cluster (Vi € VKXL), y, is the
kth cluster centroid, and d(Xj,p,) is the distance measure
between X; and g,.. As was mentioned, the multidimensional
Euclidean distance was used for d. The power was not used
in weighing the distance measure in the K-means clustering
implementation as was done in [9], because clustering
result trials done by the authors converged to almost the
same results. Moreover, it also lessens the computation time
because of the use of simulated annealing (Section 3.1.2).
Using the distance measure on the dimensions of X, a cluster
is then seen as a group of multipaths having similar delay and
direction which are spread around a certain centroid.

K-means clustering with the multidimensional Euclidean
distance was used instead of kernel-based K-means and/or
spectral clustering methods [27]. Though admittedly
these methods could group nonconvex-shaped clusters, as
opposed to multidimensional Euclidean K-means, the deter-
mination of the tuning parameters that these approaches
use is not straightforward. In the end, nonconvex multipath
clusters could be more complicated to model, given that they
have been verified to physically exist and are significant. In
this paper, K-means clustering, which is a partitional way
of clustering, was used because it is dynamic in moving
X/’s from one cluster to another [28]. This is in contrast
to hierarchical clustering methods (e.g., single-linkage [11]),
which are static in the sense that X;’s assigned to a cluster
cannot be moved to other clusters in later iterations to
minimize the objective function [28]. Using K-means to
solve (2) is an expectation-maximization (EM) variation in
the hard sense [29].

3.1.2. Globally Optimal Clustering. Equation (2) is an opti-
mization problem and its objective function could have many
local minima. It is a combinatorial minimization problem
where K-means is only able to guarantee locally optimal
solutions, that is, in general its result is one among the local
minima and may not be the global minima. Using simulated
annealing, this local minima feature of K-means could be cir-
cumvented at the price of expensive computation. Simulated
annealing is a globally stochastic optimization strategy that
is conceptually a Monte Carlo method modeled according to
physical annealing from statistical mechanics [30], which is
a form of the Metropolis-Hastings algorithm [31, 32]. It has
been used in various combinatorial optimization problems
and has been also successful in circuit and antenna array
design problems [30, 33]. A pseudocode using simulated
annealing with clustering is shown in Table 5.

The statistical polynomial-time cooling schedule [34]
was used for the initial value and reduction of the control
parameter T, and also for the stopping condition. Using
this cooling schedule, the initial value of T was iteratively
calculated through several Markov chains using (3) until the
initial acceptance ratio o is achieved. Here y, was set to 0.9:

-1
JR— + 2
Tini <Ad > |:1n(mZX0 —m (1 _XO)):| ‘ (3)

In (3), my, initially zero in the first Markov chain, is the
number of Markov transitions from i to j, where d; > d;;
My, also initially zero, is the number of Markov transitions
from i to j, where d; < d;; and (Ay+) is the average Ay for m;
transitions (i.e., Ay > 0, Ay = d; — d;). For the reduction of
T at the ith iteration, it was obtained as

T, 1 In(1 +5)}‘1 "

Ti = Ti—l 1+
30‘1711

where ¢ is the decrement parameter, which was set to 0.1, and

Ody, | is the standard deviation of d in the Markov chain at

T;_1. Finally, convergence is reached when the stop criterion

T (1)) ‘ e 5)

’ (d(Tini)) T

is satisfied, where (ds(T)) is the smoothed (d(T)) over the
length of the Markov chains, whereas € is the stop parameter,
which was set to 1 x 1072, The statistical polynomial-time
cooling schedule is a thorough approach and theoretically
based way of running simulated annealing as compared to
empirical cooling schedules. For the theoretical basis of the
control parameter cooling schedule, readers are referred to
[34].

In Table 5, g, ; is randomly chosen from X; however, it
is further refined by the long Markov chains and the nearest
neighborhood-based centroid selection. At most, 30 nearest
neighborhood paths of g_ in X were the candidates for the
random selection of g,. The closeness was measured using
the multidimensional Fuclidean distance. In the same table,
the constant Ny was set to 3, which was a compromise
between efficiency of the available computing resource and
effectiveness of the simulated annealing implementation. It
is noted that a deterministic cluster centroid initialization
could also be used as was done in [35]. However, by virtue of
the large search space of multipath centroids in running the
K-means clustering algorithm inside simulated annealing,
closer solutions to (2) are achieved because simulated
annealing could jump away from being trapped in a local
minima.

In condensed matter physics, annealing is a thermal
process for achieving low energy states of a solid. It starts by
heating the solid until it melts, and continuous by cooling
it carefully until its lowest-energy state is reached. Low
temperature, however, does not guarantee that the lowest-
energy state [30] will be attained. The heating temperature
must be high enough, and then cooling down must be
sufficiently slow in order to generate a sequence of states of
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TaBLE 5: Clustering with simulated annealing pseudocode.

T Control parameter

B € Rdim{X}XK
n1

B, € Rdim{X}XK
n

Initial p
Nearest neighborhood-based u

{de,u, Vel Current values

{dv, 1, Vio} Best values

{ds, pp, Vil Feasible values

Re [0,1) Uniformly distributed random number

Npax = Np - dim{X} Length of the Markov chains [34]

(1) for K = 2 to K. do

(2) get the initial value of T based on X

(3) {de,p,Ve} < K-means « {X, g, ., K}

(4) {db>ybrvb} < {do,uc)vc}

(5) while true do

(6) for N =1 to Ny, do

(7) select g, among the nearest neighborhood of p_in X
(8) {dg, py, Vi) = K-means < {X,p ,K}

9) A =df—d.

(10)  if A <0orexp(—A/T) >R then

(11) {dca,u@Vc} < {dﬁyf)vf}
(12) if d. < d), then

(13) {db),ubva} < {dml‘c)vc}
(14) end if

(15 p =p,

(16) end if

(17)  end for

(18) reduce T

(19)  break if stopping condition is met
(20) end while

(21) return {g, Vy}

(22) end for

ALGORITHM 1

the solid, and not to miss the lowest-energy state, otherwise
the solid will become metastable. When the cooling is
done this way, the solid could reach thermal equilibrium
at each temperature. A large number of gradations is thus
presented by the slow-cooling temperature schedule. This
annealing process was simulated by [31] where the energy
difference at each state of the solid is accepted when they
reach thermal equilibrium, which could be described by the
Boltzmann distribution. The temperature of the annealing
process corresponds then to the control parameter T. So
Table 5 could then be concisely described by allowing K-
means clustering to be run through long Markov chains,
with sufficiently high initial T, which is then carefully
decreased, the accepted solution to (2) approaches the global
minima in the stochastic sense. In contrast to other clustering
algorithms [8-11, 36], their results may only be locally
optimal.

3.1.3. Number of Clusters (K). Determining the best K
is difficult because it requires a priori knowledge of the
formation of multipath clusters in the environment, which

is not practically available. Nonetheless, it could be found
by evaluating the clustering results using criteria set forth
by clustering validity indices. These criteria are mainly based
on cohesion (compactness) and separation measures of the
clusters. So a clustering validity index tells the quality of
clustering results that could give the best grouping. The
indices that were used are described in what follows. These
indices are optimizing in nature, that is, the maximum or
minimum values of their arguments indicate the appropriate
clustering.

(a) Silhouette Index. The Silhouette index sj; could measure
how similar a multipath / is to all multipaths in its own
cluster G compared to all multipaths of the cluster nearest
to it [37]. It is expressed as

(b — a)
S = —————, 6
. arg max { by, aj } ©)
where
ag = > d(XpXr), (7)
|@ | xee,

is the average distance of X; to X in Ck; whereas

by = argmin Z d (X Xrer) (8)
Kk #k |G’< |x, eCy

is the average distance of X; of Cx to all X of the nearest Cy.
A sip = +1 means well-separated clusters whereas — 1 signifies
the opposite. Following [8], the best K could be found as

Ks1 = arg;{nax{ ! Z( el > Slk)} 9)

leCy
(b) Davies-Bouldin Index. This index is a function of the

ratio of the intracluster separation sum (S;) to the intercluster
separation [38]. The best K is found as

. 1 Sk + Sk })
Kpp = argmind — argmax-s ——— ,  (10)
o gK 1K%( 1§¢k {d(l‘kn“kf) }

where

S; = > d(Xp,u;). (11)

|@ | 1eC;

(c) Calitiski-Harabasz Index. This index is a ratio of the
trace of the between-cluster scatter matrix to the trace of
the within-cluster scatter matrix [39]. The best K using this
index is

_ Trace(B)/(K — 1)
Ken = arg;nax{ Trace(W)/(L — K)} (12)
where B and W are, respectively, given as
B =D |Cild(m,m)d" (m.p),
k
(13)

W=2> > dX,u)d"

k 1eCk

Xl»!‘k)
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where g is the global centroid of the estimated channel in an
MS position.

The Davies-Bouldin index and Calinski-Harabasz index
were also used in [9]. Clustering algorithms that have
basically the same objective function as that in (2) could
result in being over-clustered or under-clustered as K is
varied [40]. When the clustering results in either case, clus-
tering validity indices that use intracluster and intercluster
separation measures have a tendency to decrease or increase
monotonically. This effect makes it difficult to determine the
number of clusters. Moreover, the K’s determined by (9),
(10), and (12) are based on the clustering results of only
a single value of K considered in its argument. Instead of
considering only a single K, the Kim-Parks index [40], and
the dynamic index [41] considered here give a validity that
considers all the K’s used. Considering all the K’s used in
a clustering validity index could avoid the monotone effect
[40, 41]. A disadvantage of using these two clustering validity
indices is the increase in computation time.

(d) Kim-Parks Index. This index is a function of the sum
of (i) the total intracluster separation, as a measure of
under-partition, and (ii) an over-partition function of the
minimum distance between cluster centroids. Using it, the
best K is taken as

1 K
Kgp = argmin- | — > Si | + - >
« gK {<K% k) arg min, ¢k{d(”k’”k’)} }

(14)

where each summand of the argument is normalized as
Xarg = (% = Xmin)/(Xmax — Xmin)-

(e) Dynamic Index. This index tries to include the geometri-
cal aspect of X while taking into account the affinity of each
cluster [41]. It determines the best K as

argmax {d (. )}
argminy, , i {d (s )}

Kpp = arg min{
K

(15)
+£ D> var(X; € Ck)
K > var(X)) ’
where
_argmax{d(X,Xr)} > var (X))
argming,  {d(X, X)) 3, i var(X; € G)’
(16)

whereas var(-) denotes the variance.

Average Rank Aggregation. For different K’s, each argument
in Ks1, Kpg, Kcn, Kkp, and Kpj—denoted here by »¢(K)—has
a different scale from one another, an example of which is
shown in Table 6. Since these »(K)’s differ in evaluating the
qualities of the clustering results, it is also not straightfor-
ward to normalize them to one scale. To address these issues
and to not only depend on one clustering validity index

TaBLE 6: Example »(K) for K =2to K = 6.

K »#(K)

S DB XCH ZKp ZDI
2 0.547 0.703 12.806 0.554 43.286
3 0.074 0.358 33.817 0.074 22.074
4 0.044 0.542 34.866 1.019 26.626
5 0.03 0.671 33.326 1.619 31.477
6 —0.047 0.463 27.885 1.501 26.531

TABLE 7: Average rank aggregation applied to the data in Table 6.

K sr(sc)
ST's SI'pp SIcH Srgp SIpp sr({Vsr))
2 5 1 1 4 1 2
3 4 5 4 5 5 5
4 3 3 5 3 3 4
5 2 2 3 1 2 1
6 1 4 2 2 4 3

result, the weighted voting aggregation of [42] was adopted
but with a proposed modification: instead of scoring »(K)’s
by weighted votes, they are scored by their statistical rank—
sr(s¢). This removes the bias in the determination of the best
K as it does not depend on the weights. The rank aggregation
strategy is shown in Table 7 using the s(K) example in
Table 6. The result suggests that the best K is 3 based on
the highest sr(-) of the sr(s¢) average of all clustering validity
indices. The next highest sr(-)’s could be checked as well if
the clustering result of the highest one does not meet the
criteria. As a comparison, when weights are used and are
determined optimally or heuristically, the use of the average
rank aggregation strategy offers a significant reduction in the
overall computation time.

3.2. Manual Multipath Clustering. Real-world clusters could
have irregular shapes like nonspherical or nonellipsoidal
multipaths groupings, which could be readily recognized by
the human eye, but not automatically by mathematical algo-
rithms [8]. Several aspects that contribute to this irregular
shaping are the dimensionality of X and manifold cluster
characteristics due to the physical environment. Accommo-
dating functionalities, for example, contracting projections
and separators [43], which address these shapes adaptively
in the mathematical clustering algorithm would result in an
inefficient algorithm. Thus, the authors consider that the
human aspect should not be ignored in the cluster validation
analysis, especially in the verification of the physical realism
of the clustering of multipath estimates as was also similarly
done in [1, 4, 6], and not just fully depend on mathematical
clustering results. This validation then incorporates the so-
called domain knowledge (from data-mining terminology) in
validating clusters.

Drawing selected principles from a procedure outlined in
[18], and with the aid of careful mapping of the directional
orientation on fisheye photographs of measured positions at
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FIGURE 4: Outcome of the clustering approach at one position of an MS measurement location.

the MS, corresponding scatt