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We consider synchronization in a multiuser filter bank uplink system with single-user detection. Perfect user synchronization is
not the optimal choice as the intuition would suggest. Tomaximize performance the synchronization parameters have to be chosen
to maximize the signal-to-interference-plus-noise ratio (SINR) at each equalizer subchannel output. However, the resulting filter
bank receiver structure becomes complex. Therefore, we consider two simplified synchronization metrics that are based on the
maximization of the average SINR of a given user or the aggregate SINR of all users. Furthermore, a relaxation of the aggregate
SINR metric allows implementing an efficient multiuser analysis filter bank. This receiver deploys two fractionally spaced analysis
stages. Each analysis stage is efficiently implemented via a polyphase filter bank, followed by an extended discrete Fourier transform
that allows the user frequency offsets to be partly compensated. Then, sub-channel maximum SINR equalization is used. We
discuss the application of the proposed solution to Orthogonal Frequency Division Multiple Access (OFDMA) and multiuser
Filtered Multitone (FMT) systems.

1. Introduction

In this paper, we consider the asynchronous multiple access
wireless channel (uplink) where the devices transmit signals
that experience different carrier frequency offsets, propaga-
tion delays, and propagate through independent frequency
selective fading channels. In particular, we consider the use
of filter bank modulation (FBM) combined with frequency
division user multiplexing, that is, with the allocation of
the available subchannels among the users [1]. In FBM, a
high data rate signal is transmitted through parallel narrow
band subchannels that are shaped with a prototype pulse.
Two significant examples are Orthogonal Frequency Division
Multiplexing (OFDM) [2] and Filtered Multitone Modu-
lation (FMT) [3]. The former scheme privileges the time
confinement of the subchannels since it deploys rectangular
impulse response subchannel pulses. The latter privileges the
frequency domain confinement since it deploys frequency
confined pulses. Both schemes enjoy an efficient implemen-
tation based on a fast Fourier transform (IFFT). In FMT, low-
rate subchannel filtering has also to be deployed [3, 4].

Synchronization in OFDM and multiuser OFDM
(OFDMA) has received great attention and several results
have been obtained, for example, the algorithms in [5–
10]. On the contrary synchronization in FMT systems, and
more in general in multiuser FMT, has not been extensively
investigated. Synchronization involves the estimation of the
users time and frequency offsets that are different among the
users in the uplink. In [11], a nondata-aided timing recovery
scheme has been proposed for single-user FBM. Recently,
we have analyzed in [12] the synchronization problem for
multiuser FMT, and we have proposed data-aided correlation
metrics that aim at obtaining perfect synchronization with
each user. In this paper we bring new insights and we
investigate how the synchronization metric impacts the
complexity and performance in multiuser FBM. We assume
the deployment of single-user detection which consists in
the acquisition of time and frequency synchronization with
the user of interest followed by subchannel equalization. The
intuition suggests that the receiver has to be perfectly time-
and frequency-synchronized to the user of interest. Single-
user detection architectures with perfect synchronization in
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Figure 1: Filter bank system model with time/frequency compensation at subchannel level.

multiuser OFDM (OFDMA) have been considered in [6–10].
The idea of achieving perfect compensation of the carrier and
time offsets in multiuser FMT has been also applied for the
development of the synchronization metrics in [12].

However, perfect synchronization is not the optimal
choice. In fact, in the uplink each user experiences its own
channel, time offset, and carrier frequency offset. Thus,
the receiver may suffer of the presence of multiple access
interference (MAI), as well as intercarrier interference (ICI)
and intersymbol interference (ISI) [1, 6–8]. To maximize
performance the synchronization parameters have to be
chosen to maximize the signal-to-interference-plus-noise
ratio (SINR) at the detection point in each subchannel.
We show that it is possible to implement different receiver
filter bank (FB) structures depending on the specific SINR
criterion adopted, which leads to the use of

(a) a subchannel synchronized filter bank if the goal is to
maximize the subchannel SINR,

(b) a user synchronized filter bank if the goal is to
maximize a user-defined SINR,

(c) a single filter bank for all users if the goal is to
maximize an aggregate SINR,

(d) a fractionally spaced filter bank with partial compen-
sation of the carrier frequency offsets.

All these receivers deploy maximum SINR subchannel
equalization to deal with the subchannel ISI. Although
the receiver (a) is optimal, it suffers of high complexity
because it needs to run an exhaustive search of the optimal
parameters to compensate the time and frequency offset for

each subchannel. Furthermore, the implementation of the
analysis filter bank cannot exploit the efficient polyphase
discrete Fourier transform (DFT) filter bank realizations
described in [3, 4] that require a common sampling phase for
all the subchannels. Lower complexity is obtained with the
receiver (b) and (c), although the synchronizationmetric still
requires an exhaustive search of the synchronization param-
eters. We then show that a relaxation of the aggregate SINR
metric allows implementing an efficient multiuser analysis
filter bank where the synchronization strategy consists in
deploying a common time phase for all the users and in
performing a partial correction of the frequency offsets. In
this receiver, two fractionally spaced analysis stages are used.
Each analysis stage is efficiently implemented via a polyphase
DFT filter bank, followed by an extended DFT that allows the
user frequency offsets to be partly compensated. This receiver
has been already proposed in [12] with, however, a different
synchronization metric and without the use of maximum
SINR subchannel equalization. Furthermore, in this paper
we discuss the application not only to multiuser FMT (as it
was done in [12]) but also to OFDMA.

This paper is organized as follows. In Section 2, we
describe the system model and the equalization scheme. In
Section 3, we discuss synchronization based on maximum
SINR, the efficient receiver analysis filter bank, and the appli-
cation to FMT and OFDMA. A detailed derivation of the
maximum SINR (MSINR) subchannel equalizer is reported
in the appendix where we also discuss the relation with the
minimum-mean-square-error (MMSE) equalization solu-
tion. The performance results are reported in Section 4. They
show that, for the considered simulation scenario, multiuser
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FMT performs better than OFDMA because of its better
subchannel spectral containment. Finally, in Section 5 we
draw the conclusions.

2. SystemModel

In a multiuser FBM system, the complex baseband signal
x(u)(nT) transmitted by user u is obtained by a filter bank
(FB) modulator with prototype pulse g(nT), for example, a
root-raised cosine pulse for FMT, and sub-carrier frequency
fk = k/(MT), k = 0, . . . ,M − 1; that is,

x(u)(nT) =
∑

k∈Ku

∑

�∈Z
a(u,k)(�T0)g(nT − �T0)e j2π fknT

=
∑

k∈Ku

x(u,k)(nT),
(1)

where T is the sampling period, Ku ⊆ {0, . . . ,M − 1} is the
set of tone indices assigned to user u, and Z is the set of
integer numbers. {a(u,k)(�T0), � ∈ Z} is the kth subchannel
data stream of user u that we assume to belong to the QPSK
signal set, and that has period T0 = NT ≥ MT. With NU

users, P = M/NU subchannels are assigned to each user. The
low-pass received signal is

y(iT) =
NU−1
∑

u=0

∑

k∈Ku

∑

n∈Z
x(u,k)(nT)g(u)CH

(

iT − nT − Δ(k)
τ

)

× e j2πΔ
(k)
f iT + η(iT),

(2)

where Δ(k)
τ and Δ(k)

f are the time and frequency offsets of the

subchannel k assigned to user u. g(u)CH(iT) is the fading chan-
nel impulse response of user u, and η(iT) is the zero mean
additive white complex Gaussian noise contribution. The
time/frequency offsets are identical for all the subchannels of

a given user, that is, Δ(k)
τ = Δτ,u and Δ(k)

f = Δ f ,u, for k ∈ Ku.
Assuming to deploy a single-user receiver approach, the

receiver (Figure 1) first compensates the frequency offset for

the subchannels of the desired user by an amount ˜Δ(k)
f ; that is,

the received signal y(iT) is premultiplied by e− j2π ˜Δ(k)
f iT . Then,

it applies an analysis filter and it uses a subchannel time phase
˜Δ(k)
τ to correct the subchannel time offset. Its output for the

kth subchannel can be written as

z(k)
(

mT0 + ˜Δ(k)
τ

)

=
∑

i∈Z
y(iT)h

(

mT0 − iT + ˜Δ(k)
τ

)

e− j2π( fk+˜Δ
(k)
f )iT

= e j(2πβ
(k)
f mT0+ϕ(k))a(u,k)(mT0)g

(k)
EQ(0)

+ e j(2πβ
(k)
f mT0+ϕ(k))

∑

m /= �

a(u,k)(�T0)g
(k)
EQ(mT0 − lT0)

+ ICI(k)
(

mT0 + ˜Δ(k)
τ

)

+MAI(k)
(

mT0 + ˜Δ(k)
τ

)

+ η(k)
(

mT0 + ˜Δ(k)
τ

)

,

(3)

where β(k)f = Δ(k)
f − ˜Δ(k)

f and ϕ(k) = 2π(β(k)f ˜Δ
(k)
τ − fkΔ

(k)
τ ).

In (3) we have a term associated to the data symbol of
interest, plus ISI, ICI, MAI, and noise. Further, the equivalent
response of subchannel k of user u (that gives the ISI
coefficients) reads

g(k)EQ(mT0) =
∑

i∈Z
g(u)CH(iT)e

− j2π fk iT

×
∑

n∈Z
g
(

nT − iT +mT0 − Δ(k)
τ + ˜Δ(k)

τ

)

× h(−nT)e j2πβ(k)f nT ,

(4)

where k ∈ Ku.
The filter bank outputs at rate 1/T0 are firstly com-

pensated to remove the phase rotation introduced by

the residual carrier frequency offset β(k)f , and then, they
are processed with subchannel equalizers that we design
according to the maximum SINR (MSINR) criterion. That

is, we determine theNw-length equalizer coefficientsw(k)
SINR =

[ w(k)
0 w(k)

1 ··· w(k)
Nw−1 ]

T (where (·)T denotes the transpose opera-
tor), that maximize the output SINR (see appendix)

SINR(k)
(

˜Δ(k)
τ , ˜Δ(k)

f

)

=
P(k)
U

(

˜Δ(k)
τ , ˜Δ(k)

f

)

P(k)
I

(

˜Δ(k)
τ , ˜Δ(k)

f

)

+ P(k)
η

(

˜Δ(k)
τ , ˜Δ(k)

f

) ,

(5)

where P(k)
U ,P(k)

I , and P(k)
η are the useful term average power,

the interference and the noise power, at the equalizer output,
respectively. These quantities, and thus the SINR at the
equalizer output, depend on the synchronization parameters
˜Δ(k)
τ , and ˜Δ(k)

f .

The SINR criterion, for given values of ˜Δ(k)
τ and ˜Δ(k)

f ,
yields the following solution for the equalizer coefficients

w(k)
SINR =

(

R(k)
SINR

)−1
p(k)d , (6)

where R(k)
SINR = R(k)

ISI +R(k)
ICI+MAI +R(k)

η is the Nw ×Nw corre-
lation matrix of the interference-plus-noise term that com-

prises ISI, ICI, MAI, and noise, while p(k)d = [g(k)EQ(dT0),

. . . , g(k)EQ((Nw + d− 1)T0)]
T is the subchannel response vector

whose components are given by the equivalent impulse
response coefficients in (4). The latter is a function of the
total delay d of the system. The detailed derivation of the
MSINR equalizer is reported in appendix. In the appendix
we also report a proof that the maximum SINR solution
is equivalent to the minimum-mean-square error (MMSE)
equalizer solution [13] if, however, the ICI andMAI are taken
into account in the computation of the equalizer coefficients.

For given values of ˜Δ(k)
τ and ˜Δ(k)

f , the MSINR equalizer
yields the following output SINR (see appendix):

SINR(k)
MAX

(

˜Δ(k)
τ , ˜Δ(k)

f

)

=
(

p(k)d

)H(

R(k)
SINR

)−1
p(k)d , (7)

where (·)H denotes the Hermitian operator, and for ease of
notation, we do not explicitly show the dependency of the
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correlation matrix and of the subchannel response vector

from ˜Δ(k)
τ and ˜Δ(k)

f .
Now, in OFDM [2] the synthesis pulse is g(nT) =

rect(nT/T0) while the analysis pulse is h(nT) = rect(−(n +
μ)T/MT), where the rectangular pulse is defined as rect(t) =
1 for 0 ≤ t < 1, and zero otherwise. μ = N −M is the cyclic
prefix (CP) length in samples. The efficient implementation
of OFDM is done with an inverse DFT (IDFT) plus the
insertion of the CP at the transmitter. At the receiver, after
synchronization, the CP is discarded and a DFT is applied.
Commonly, one-tap subchannel equalization is used. In the
multiuser channel, orthogonality can be preserved for the
subchannels of the desired user. However, MAI is introduced
when the other users’ have distinct carrier frequency offsets,
and propagation delays plus channel dispersion in excess of
the CP length [7].

In FMT [3], the subchannel symbol period is T0 =
NT. The analysis pulse is matched to the synthesis pulse,
that is, h(nT) = g∗(−nT). The peculiarity is that the
subchannels are shaped with time-frequency concentrated
pulses, for example, root-raised-cosine pulses. This allows
minimizing the ICI and therefore the MAI. Linear subchan-
nel equalization, as described above, is used to cope with the
residual subchannel ISI. The analysis FB can be efficiently
implemented via polyphase filtering followed by anM-point
DFT [3, 4] provided that the subchannel analysis pulses are
identical and the time/frequency compensation is identical
for all the subchannels.

3. Maximum SINR SynchronizationMetrics

The choice of the synchronization parameters affects not
only the performance but also the implementation complex-
ity of the receiver as discussed in the following.

The most intuitive thing we can do is to compensate the
time and frequency offset for each user with the exact value

of the misalignments; that is, ˜Δ(k)
τ = Δτ,u and ˜Δ

(k)
f = Δ f ,u for

k ∈ Ku.As shown in Section 4, this baseline receiver (BL-RX)
may yield suboptimal performance. Therefore, the criterion

herein considered is to choose ˜Δ(k)
τ and ˜Δ(k)

f such that the
SINR in (5) or an average SINR is maximized.

The best approach is to perform synchronization at sub-
channel level, that is, we use for each subchannel an optimal
value for the parameters. This is because in the presence of
frequency selective fading the channel responses vary across
the subchannels. Further, each subchannel experiences a
different amount of MAI which depends on the realization of
the time/frequency offsets of the other subchannels assigned
to the users. Therefore, for each subchannel k belonging

to user u, we have to find the frequency offset ˜Δ(k)
f and

the sampling phase ˜Δ(k)
τ that maximize the SINR (5) at the

output of the subchannel equalizer; that is,
(

˜Δ(k)
τ , ˜Δ(k)

f

)

= argmax
−1/(2MT)<Δ f <1/(2MT)

−NT≤Δτ≤NT

[

SINR(k)
(

Δτ ,Δ f

)]

. (8)

In (8) we assume |˜Δ(k)
f | < 1/(2MT), so that adjacent sub-

channels do not completely overlap. Moreover, we assume

that we have performed a coarse time synchronization, so
we can bound the sampling phase search in the interval
[−NT ,NT], corresponding to twice the symbol period.

It should be noted that there are two sources of
complexity. First, the exhaustive search of the optimal
parameters according to (8) is a heavy task. It implies the
direct computation of the maximum SINR at the subchannel
equalizer output according to (7) for each possible value of
˜Δ(k)
τ and ˜Δ(k)

f . Second, we cannot process all the subchannels
with an efficient polyphase DFT analysis FB since this
requires a common time/frequency compensation for all the
subchannels [3, 4]. If we assume the prototype pulse to
have length LN coefficients, the complexity of the receiver
filter bank is in the order of 2MLN2/T0 complex operations
(addition and multiplications) per second.

To lower the complexity, we have to use a common sam-
pling phase and a common frequency offset compensation
for all the subchannels assigned to the user. This receiver is
referred to as User Synchronized Receiver (US-RX) and it
deploys the parameters obtained by maximizing the average
user SINR as follows:

(

˜Δ(u)
τ , ˜Δ(u)

f

)

= argmax
−1/(2MT)<Δ f <1/(2MT)

−NT≤Δτ≤NT

⎡

⎣

∑

k∈Ku

SINR(k)
(

Δτ ,Δ f

)

⎤

⎦.

(9)

We note that according to (9) we do not necessarily
completely compensate the time and frequency offset of
the user of interest. This is the case only in the absence
of MAI because in such a case the SINR equals the SNR
which is maximized with an analysis FB perfectly matched
to the synthesis FB. It should be noted that also this
synchronization strategy requires an exhaustive joint search

of the optimal synchronization parameters (˜Δ(u)
τ , ˜Δ(u)

f ) and
the computation of the SINR has to be done at sampling
rate 1/T . In other words, during the synchronization stage
we cannot implement the analysis filter bank in an efficient
manner. On the contrary, during the detection stage the
received signal is time/frequency precompensated with the

use of the estimated parameters (˜Δ(u)
τ , ˜Δ(u)

f ) and analyzed
with a filter bank that can be efficiently implemented via
polyphase filtering and a DFT [3, 4]. However, we still need
to run one analysis FB per user. The DFT filter bank is
discussed in Section 3.1 and 3.2.

It would be beneficial to use a unique analysis FB that
allowed the detection of all users’ signals. To do so we have to
find a common sampling phase ˜Δτ and a common frequency
offset compensation by ˜Δ f for all the users. This can be done
by maximizing the aggregate SINR as follows:

(

˜Δτ , ˜Δ f

)

= argmax
−1/(2MT)<Δ f <1/(2MT)

−NT<Δτ<NT

⎡

⎣

M−1
∑

k=0
SINR(k)

(

Δτ ,Δ f

)

⎤

⎦.

(10)

In the following, this receiver is referred to as Multiuser
Analysis FB (MU-FB).
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3.1. Efficient Implementation of the Multiuser Analysis Filter
Bank. As explained in the previous section, themost efficient
solution (in terms of implementation complexity) is the
MU-FB, where all the users’ signals are detected by a single
analysis bank using the same sampling phase ˜Δτ and the same
frequency offset compensation by ˜Δ f for all the subchannels.
An efficient implementation of this receiver is possible, and
it has been proposed in [12]. For clarity we summarize
the main steps and we further extend the results. It is
obtained via the polyphase decomposition of the received
signal (after time and frequency compensation) with period
T2 = M2T , where M2 = �.c.m.(M,N) = K2M = L2N , and
�.c.m.(M,N) is the least common multiple between M and
N. The polyphase decomposition of the received signal can
be written as

y(i)(�L2T0) = y
(

iT + �L2T0 + ˜Δτ

)

e− j2π ˜Δ f (iT+�L2T0),

i = 0, . . . ,M2 − 1.
(11)

Since fk = k/MT = K2k/M2T , the kth subchannel output is
computed as follows:

z(k)(mT0) =
M2−1
∑

i=0
Z(i)(mT0)e− j(2πK2/M2)ik,

k = 0, . . . ,M − 1,

Z(i)(mT0) =
∑

�∈Z
y(i)(�L2T0)h(−i)(mT0 − �L2T0),

(12)

where h(−i)(mT0) = h(mT0 − iT) is the ith polyphase pulse
component. According to (12) the efficient realization com-
prises the following steps: compensate the time/frequency
offset, serial-to-parallel (S/P) convert the signal, interpolate
theM2 polyphase components of the compensated signal by
a factor L2, analyze them with the low-rate filters h(−i)(mT0),
apply an M2-point DFT, and sample the outputs of index
K2k. The indices k ∈ Ku are those associated to the
subchannels of user u.

We note that we can relax the constraint of having
an identical frequency offset compensation for all the
subchannels by simply exploiting the frequency resolution
provided by the DFT. To do this, we first defineM3 = QM2 =
K3M = L3N , where Q is a positive integer. Then, we split the
subchannel frequency offset in an integer part, multiple of

1/M3T , and a fractional part ̂Δ(k)
f ; that is,

Δ(k)
f = q(k)

M3T
+ ̂Δ(k)

f . (13)

In the following we assume |q(k)| < �K3/2�, so that adjacent
subchannels do not completely overlap. Furthermore, we
assume to compensate, before the FB, only the integer part
of the frequency offset, and to sample the subchannel filter

output at time instant mT0 + ˜Δτ . Therefore, the subchannel
output of index k is

z(k,q
(k))
(

mT0 + ˜Δτ

)

=
∑

i∈Z
y(iT)e− j2π( fk+(q(k)/M3T))iT

× h
(

mT0 + ˜Δτ − iT
)

= e j(2π
̂Δ(k)
f mT0+ϕ(k))a(u,k)(mT0)g

(k)
EQ(0)

+ I(k)
(

mT0 + ˜Δτ

)

,

(14)

where ϕ(k) = 2π(̂Δ(k)
f
˜Δτ − fkΔ

(k)
τ ). It comprises a useful

term plus an interference term due to ISI, ICI, MAI, and
noise. Furthermore, the subchannel equivalent response of
subchannel k ∈ Ku of user u reads

g(k)EQ(mT0) =
∑

i∈Z
g(u)CH(iT)e

− j2π fk iT

×
∑

n∈Z
g
(

nT − iT +mT0 − Δ(k)
τ + ˜Δτ

)

× h(−nT)e j2π ̂Δ(k)
f nT .

(15)

The factor e j2π
̂Δ(k)
f mT0 in (14) introduces a time-variant

rotation of the constellation, but it can be fully compensated
at the subchannel filter output before passing the samples

to the equalizer. The factor e j2π
̂Δ(k)
f nT in (15) cannot be

compensated, and it yields a frequency mismatch between
the received subchannel and the analysis subchannel filter.
Therefore, the compensation of only the integer part of the
frequency offset translates in both a subchannel SNR loss,
and increased ISI. However, as it is shown in Section 4, the
penalty in performance can be negligible for practical values

of frequency offset, that is, when ̂Δ(k)
f nT is small over the

duration of the prototype pulse.
The correction of the integer part of the frequency offset

can be included in the efficient implementation. If we apply
the polyphase decomposition to (14) with period M3T , we
obtain

z(k,q
(k))
(

mT0 + ˜Δτ

)

=
M3−1
∑

i=0
Y (i)

(

mT0 + ˜Δτ

)

× e− j(2π(K3k+q(k))/M3)i,

(16)

with

Y (i)
(

mT0 + ˜Δτ

)

=
∑

�∈Z
y(i)
(

�L3T0 + ˜Δτ

)

× h(−i)(mT0 − �L3T0)

y(i)
(

�L3T0 + ˜Δτ

)

= y
(

iT + �L3T0 + ˜Δτ

)

,

i = 0, . . . ,M3 − 1.

(17)

According to (16) and (17), the efficient realization com-
prises the following steps (see also Figure 2): S/P conversion,
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Figure 2: Multiuser analysis filter bank receiver.

interpolation by a factor L3, filtering with the polyphase
pulses h(−i)(mT0), computation of an M3-point DFT, and
sampling the DFT outputs with index K3k + q(k) for k ∈ Ku.
Finally, we compensate the fractional frequency offset with

the multiplication by e− j2π ̂Δ(k)
f mT0 at the DFT stage output;

that is, we remove the time variant phase shift of the signal at
the subchannel equalizer input. Note that the correction of
the integer part of the frequency offset is done by choosing
the appropriate output tone of the M3-point DFT (shifted
tone). With perfect compensation of the fractional frequency
offset, the subchannel equalizer does not see any residual
frequency offset; therefore, it is implemented with a static
filter over a given burst of data symbols. In the presence of
channel time variations, adaptation can also be performed at
a symbol-by-symbol level.

With this efficient implementation, we have devised a
unique FB that allows the choice of different frequency offsets
(multiple of the DFT frequency resolution 1/M3T) for the
different subchannels. Therefore, the synchronization metric
(10) can be generalized as follows:

(

˜Δτ , q̃
)

= argmax
−�K3/2�≤q<�K3/2�
−NT<Δτ<NT

⎡

⎣

M−1
∑

k=0
SINR(k)

(

Δτ , q(k)
)

⎤

⎦, (18)

where q = [q(0), . . . , q(M−1)] is the vector with components
satisfying |q(k)| ≤ �K3/2� for all k ∈ {0, . . . ,M − 1}. The
metric (18) corresponds to find the sampling phase ˜Δτ and
the set of integer parameters q̃ = [q̃(0), . . . , q̃(M−1)] that
maximize the aggregate SINR. Moreover, differently from
(8), (9), and (10) that require the maximization over an
infinite set of frequency offsets, the search in (18) can be done
over a discrete and finite set of q values.

In the next section, we specialize the MU-FB to two
schemes of practical interest, that is, FMT and OFDM. We
propose a further simplification for FMT that allows using
a fractionally spaced analysis filter bank during both the
synchronization stage and the detection stage.

3.2. Application of the MU-FB to FMT Systems. Since in FMT
the subchannels are frequency confined, a wrong time phase
may introduce increased subchannel ISI but it does not,

ideally, introduce ICI. Therefore, instead of searching the
time phase according to (18) (which has to be done at least
with resolution equal to the sampling period T), we propose
to deploy two multiuser analysis FBs, the first with a fixed
sampling phase ˜Δτ = 0, and the second with ˜Δτ = T0/2. The
outputs of the two FBs are processed by fractionally spaced
linear subchannel equalizers [13], as shown in Figure 2.
They are designed according to the MSINR criterion (see
appendix). In this case, (18) reduces to the independent
search of the parameters q̃(k) as follows:

q̃(k) = argmax
−�K3/2�≤q<�K3/2�

[

SINR(k)
F

(

q
)

]

, (19)

where SINR(k)
F (q) is the output SINR of the fractionally

spaced equalizer applied to subchannel k assuming a fre-
quency offset compensation equal to q/M3T.

Extending the result in (6) and (7) (see appendix), the
MSINR fractionally spaced equalizer solution is given by

w(k)
F,SINR =

(

R(k)
F,SINR

)−1
p(k)F,d, (20)

while

SINR(k)
F

(

q
) =

(

p(k)F,d

)H(

R(k)
F,SINR

)−1
p(k)F,d, (21)

where R(k)
F,SINR is the 2Nw × 2Nw correlation matrix of the

interference-plus-noise term that comprises ISI, ICI, and

MAI, while p(k)F,d is the subchannel response vector whose
components are given by the equivalent impulse response
coefficients (15) sampled, however, at rate 2/T0, that is,

p(k)F,d = [g(k)EQ(dT0/2), . . . , g
(k)
EQ((2Nw + d − 1)T0/2)]

T
.

If the amount of the interference is small, the optimal q̃(k)

value is obtained as follows:

q̃(k) = argmin
−�K3/2�≤q<�K3/2�

[∣

∣

∣

∣
Δ(k)

f − q

M3T

∣

∣

∣

∣

]

, (22)

that corresponds to minimize the fractional part of the
frequency offset at the output of the receiver FB; that is,
we compensate almost perfectly the frequency offset. This
metric that was used in [12], is simpler than (19), but
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it provides, in general, lower performance as shown in
Section 4.

It should be noted that now both the synchroniza-
tion stage and the detection stage enjoy the same effi-
cient implementation of the fractionally spaced analysis
filter bank whose complexity is in the order of 2(2LN +
QM2log2(QM2) − QM2)/T0 operations per second. On the
contrary, the US-RX enjoys the efficient implementation
only during the detection stage which is equal to NU(2LN +
M2log2(M2) −M2)/T0 operations per second for the overall
NUusers. Therefore, also during the detection stage the US-
RX can be more complex than the fractionally spaced MU-
RX depending on the choice of the parameters. For instance,
with M = 32, N = 40, L = 6, and NU = 8, the filter bank
in the SU-RX during synchronization has complexity 15360
operation/s while it has complexity 298 operation/s during
detection. The MU-RX analysis filter bank has complexity
both during synchronization and detection equal to 74, 290,
620 operations/s, respectively, for Q = 1, 4, 8.

3.3. Application of the MU-FB to OFDM Systems. As it is
known, the OFDM systems are extremely sensitive to time
and frequency misalignments [6–8]. This is due to the fact
that the prototype pulse has a sinc frequency response. Thus,
differently from FMT, it does not provide a high frequency
confinement. To provide robustness we may synchronize
the users in the downlink frame and deploy a CP that is
longer than the channel time dispersion plus the maximum
delay of the users [7]. Under this assumption, we can use a
common ˜Δτ for all the users that is equal to the sampling
phase that synchronizes the receiver to the user with the
minimum delay. Thus, differently from the FMT case, we can
use a single multiuser analysis FB, and the choice of the set
of parameters q̃ can be independently performed from ˜Δτ

according to (19).
It should be noted that, in the OFDM case, the imple-

mentation of the multiuser analysis FB herein proposed,
comprises the following steps. First, we acquire synchroniza-
tion with the user having minimum delay and we discard
the CP. Then, we zero pad the frame of Mreceived samples
to obtain a frame of M3 samples, and we apply an M3-point
DFT.

Finally, we point out that to mitigate the MAI interfer-
ence in OFDMA, some multiuser detection approach may be
necessary, for example, maximum likelihood [1] detection
or linear multichannel [14] equalization. This, however,
increases complexity.

4. Performance Results

We now compare the performance of the various synchro-
nization metrics. We first consider 8 asynchronous users,
M = 32 tones that are regularly interleaved across the users
both in the FMT and the OFDM systems. To obtain the
same transmission rate, we use an interpolation factor of
N = 40 in FMT, and a CP = 8 samples in OFDM. In
the FMT system, the prototype pulse has duration 12T0,
and it is designed according to [4] to achieve a theoretical
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Figure 3: BER as a function of frequency offset. 8 interleaved
users fully allocated. Comparison of the compensation metrics for
different values of Q. FMT withM = 32 and N = 40.

bandwidth equal to 1.25/T0 = 1/MT. We assume the
carrier frequency offsets to be independent and uniformly
distributed in [−Δmax

f ,Δmax
f ], while the time offsets to be

uniformly distributed in [0,Δmax
τ ], with Δmax

τ = NT. The
user channels are assumed to be Rayleigh faded with an
exponential power delay profile with independent T-spaced
taps that have average power Ωp ∼ e−pT/(0.05T0) with p ∈
Z+ and truncation at −20 dB. Perfect knowledge of the
parameters (time/frequency offsets) and channel responses is
assumed. QPSK modulation is used. OFDM performs one-
tap equalization, while FMT deploys three taps subchannel
equalization. The average bit error rate (BER) is obtained by
averaging the BER of all the users over bursts of duration 100
symbols.

In Figures 3−6 we plot the BER as function of the
maximum carrier frequency offset. The SNR is set to 30 dB.
The SNR includes the loss in OFDM due to the cyclic prefix.
We compare the performance obtained with the base line
receiver (BL-RX) to the performance of the MU-FB receiver
that uses the metric (19), labelled with “metric (19)”, or the
metric (22), labelled with “metric (22)”. For the FMT case
the BL-RX uses a T0 spaced equalizer or a T0/2 fractionally
spaced equalizer. The BL-RX is a single-user receiver that
performs perfect compensation of the time/frequency offset
for the user of interest. As discussed in Section 3, the BL-RX
is identical to the US-RX in the absence of MAI. Therefore,
for small carrier frequency offsets the performance of the two



8 EURASIP Journal on Wireless Communications and Networking

0 0.04 0.08 0.12 0.16 0.2

10−3

10−2

10−1

B
it
er
ro
r
ra
te
(B
E
R
)

SNR=30 dB

SCS-RX, synchronous users
BL-RX

OFDM. 8 users. fully allocated.

ε f = Δmax
f ·MT

Δmax
τ =NT

MU-FB, Q = 1, metric (22)

MU-FB, Q = 4, metric (22)
MU-FB, Q = 8, metric (22)

MU-FB, Q = 1, metric (19)
MU-FB, Q = 4, metric (19)
MU-FB, Q = 8, metric (19)

Figure 4: BER as a function of frequency offset. 8 interleaved
users fully allocated. Comparison of the compensation metrics for
different values of Q. OFDM withM = 32 and CP = 8.

0 0.04 0.08 0.12 0.16 0.2

10−3

10−2

10−1

B
it
er
ro
r
ra
te
(B
E
R
)

FMT. 4 users. half allocated.

BL-RX, T0 spaced equalizer
BL-RX, T0/2 spaced equalizer

ε f = Δmax
f ·MT

MU-FB, Q = 1, metric (22)
MU-FB, Q = 4, metric (22)
MU-FB, Q = 8, metric (22)
MU-FB, Q = 1, metric (19)

MU-FB, Q = 4, metric (19)
MU-FB, Q = 8, metric (19)

SNR=30 dB
Δmax
τ =NT

Figure 5: BER as a function of frequency offset. 8 interleaved
users with only 4 nonadjacent active users. Comparison of the
compensation metrics for different values of Q. FMT with M = 32
and N = 40.

BL-RX

0 0.04 0.08 0.12 0.16 0.2

10−3

10−2

10−1

B
it
er
ro
r
ra
te
(B
E
R
)

OFDM. 4 users. half allocated.

SNR=30 dB
Δmax
τ =NT

ε f = Δmax
f ·MT

MU-FB, Q = 1, metric (22)
MU-FB, Q = 4, metric (22)
MU-FB, Q = 8, metric (22)

MU-FB, Q = 1, metric (19)
MU-FB, Q = 4, metric (19)
MU-FB, Q = 8, metric (19)

Figure 6: BER as a function of frequency offset. 8 interleaved
users with only 4 nonadjacent active users. Comparison of the
compensation metrics for different values of Q. OFDM with M =
32 and CP = 8.

receivers in the FMT system, is similar since the subchannels
exhibit a good frequency confinement.

The curve labelled with “SCS-RX, synchronous users”
shows the performance with synchronous users and with
the use of metric (8). It essentially shows the best attainable
performance.

The MU-FB with the metric that maximizes the SINR
(metric (19)) performs well for all the range of frequency
offsets both for FMT and OFDM. Especially for high values
of ε f = Δmax

f MT it performs better than with the metric that
minimizes the residual frequency offset (metric (22)) which
does not take into account the presence of MAI. Further,
the performance of the MU-FB with metric (19) improves
as Q increases. This is because a higher frequency resolution
is provided and therefore improved compensation capability
of the carrier frequency offsets is obtained. FMT provides
significant better BER performance than OFDM due to its
better subchannel spectral containment that reduces the
effect of the MAI.

In Figures 5−6 we consider the same scenario of Figures
3−4 but only 4 nonadjacent users, with 4 tones each, are active
(users number 1, 3, 5, 7). In this case the MAI is significantly
reduced because each tone has two null adjacent tones. FMT
is essentially not affected by the carrier frequency offsets,
while OFDM still exhibits a high BER penalty. The MU-FB
and the BL-RX with a T0/2 fractionally spaced equalizer in
FMT have similar performance while in OFDM the MU-FB
provides performance gains.
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In Figure 7 we plot the average BER as a function of the
SNR. We consider 8 users fully allocated and a maximum
frequency offset Δmax

f = 0.12/(MT). We show, both for
FMT and OFDM, the performance of metric (19) for
different values of Q. FMT has always better performance
and it exhibits lower error floors for high SNRs. We also
report the BER with synchronous users (curve labelled with
“SCS-RX, synchronous users”). In this case FMT has better
performance than OFDM because the subchannel equalizer
is capable of exploiting some frequency diversity.

5. Conclusions

In this paper we have discussed maximum SINR synchro-
nization in multiuser FBM systems. Perfect-user synchro-
nization is not necessarily optimal with single user detection.
The optimal subchannel synchronized receiver aims at
maximizing the SINR at subchannel level, but it is complex
and cannot enjoy an efficient DFT-based realization. Per-user
synchronization requires a bank of single-users receivers.
A single analysis filter bank can be implemented if a
common compensation of the users time/frequency offset
is performed, for example, according to an aggregate SINR
criterion.

We have then proposed a suboptimal SINR metric
that allows the realization of a multiuser low complexity
fractionally spaced analysis FB combined with subchannel
MSINR fractionally spaced equalization. This receiver is in
principle applicable to any FBM system. We have discussed
its application to OFDMA and multiuser FMT. We have

highlighted that it performs better with the novel MSINR
metric herein proposed than with the one used in [12] that
targets perfect frequency offset compensation without taking
into account the presence of interference. Furthermore, sim-
ulation results show that FMT exhibits superior performance
than OFDMA since it has more robustness to the MAI due to
the better subchannel spectral containment.

Finally, we have reported (see appendix) a proof that the
maximum SINR subchannel equalizer is equal to the MMSE
subchannel equalizer if we take into account the presence of
interference.

Appendices

A. Linear Subchannel Equalizer Design

In this appendix we first report the derivation of the
maximum SINR equalizer. Then, we prove that this solution
is equivalent to the MMSE one; that is, the MMSE criterion
for channel equalization design maximizes the SINR at the
equalizer output provided that the presence of ICI and ISI is
taken into account.

A.1. Maximum SINR Subchannel Equalizer. The signal at the
equalizer output can be written as follows. (E[·] denotes the
expectation operator.)

â(k)m = â(k)(mT0) =
(

w(k)
)H

z(k)m , (A.1)

where w(k) = [ w(k)
0 w(k)

1 ... w(k)
Nw−1 ]

T is a column vector con-
taining the Nw coefficients of the equalization filter, while

z(k)m = [ z(k)m z(k)m−1 ... z(k)m−(Nw−1)
]T is a column vector containing the

samples at the subchannel equalizer input that are given by
(3) after the compensation of the residual carrier frequency

offset via multiplication by e− j(2πβ(k)f mT0+ϕ(k)). The vector z(k)m

can be written as follows:

z(k)m =
M−1
∑

̂k=0
P(̂k,k)
m a(

̂k)
m + η(k)m , (A.2)

where P(̂k,k)
m =

[

p(
̂k,k)
m,1 p(

̂k,k)
m,2 ... p(

̂k,k)
m,Np+Nw−1

]

is a Toeplitz matrix of
size [Nw × (Np + Nw − 1)] containing the coefficients of the
equivalent cross-channel impulse response, at time instant

m, between the input subchannel of index ̂k and the output
subchannel of index k in the system, which can be obtained
with a generalization of (4) (see also the Appendix A in [12])
and which is assumed to have duration NP coefficients. The

column vector a(k)m = [a(k)m+NP/2−1 . . . a
(k)
m−1 . . . a

(k)
m−NP/2−Nw+1]

T

contains the transmitted data symbols that are assumed to be
independent, with zero mean, and with unitary power, that

is, E[a(k)m (a(k)m )
H
] = INP+Nw−1, where INP+Nw−1 is an identity

matrix of size NP + Nw − 1. In general, the noise vector of

samples has correlation E[η(k)m (η(k)m )
H
] = R(k)

η . Assuming the
analysis prototype pulse to be a Nyquist pulse and the input

noise to be white Gaussian, we have that R(k)
η = N0INw .
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Substituting (A.2) in (A.1) and assuming a total delay of
d samples in the system, we have

â(k)m =
Nw−1
∑

n=0
w∗n z

(k)
m−n =

(

w(k)
)H

⎛

⎝

M−1
∑

̂k=0
P(̂k,k)
m a(

̂k)
m + η(k)m

⎞

⎠

=
(

w(k)
)H

p(k)d a(k)m−d
︸ ︷︷ ︸

useful signal

+
∑

� /=d

(

w(k)
)H

p(k)� a(k)m−�
︸ ︷︷ ︸

ISI

+
∑

̂k /= k

(

w(k)
)H

P(̂k,k)
m a(

̂k)
m

︸ ︷︷ ︸

ICI and MAI

+
(

w(k)
)H

η(k)m
︸ ︷︷ ︸

noise

,

(A.3)

where p(k)d = [g(k)EQ(dT0), . . . , g
(k)
EQ((Nw + d − 1)T0)]

T
has ele-

ments given by (4).
To derive the equalizer that maximizes the SINR, we

start from the computation of the signal-to-interference-
plus-noise ratio at the equalizer output. From (A.3), the
useful signal power, for a given delay d, is

P(k)
U =

(

w(k)
SINR

)H
p(k)d

(

p(k)d

)H
w(k)
SINR. (A.4)

The noise plus interference power is

P(k)
I + P(k)

η =
∑

� /=d

(

w(k)
SINR

)H
p(k)�

(

p(k)�

)H
w(k)
SINR

︸ ︷︷ ︸

ISI

+
∑

̂k /= k

(

w(k)
SINR

)H
P(̂k,k)
m

(

P(̂k,k)
m

)H
w(k)
SINR

︸ ︷︷ ︸

ICI and MAI

+
(

w(k)
SINR

)H
R(k)
η w(k)

SINR
︸ ︷︷ ︸

noise

.

(A.5)

Then, the SINR can be written as follows:

SINR(k)

= (D)HR(k)
U D

(D)HR(k)
ISID + (D)HR(k)

ICI+MAID + (D)HR(k)
η D

,
(A.6)

where D denotes w(k)
SINR, R(k)

U = p(k)d (p(k)d )
H
, R(k)

ISI =
∑

� /=d p
(k)
� (p(k)� )

H
, and R(k)

ICI+MAI =
∑

̂k /= k P
(̂k,k)
m (P(̂k,k)

m )
H

that
does not depend on the time indexm.

Now, we define R(k)
SINR as the sum of the correlation

matrices of the interference (ISI, ICI, and MAI) and the
noise; that is,

R(k)
SINR = R(k)

ISI + R(k)
ICI+MAI + R(k)

η . (A.7)

If we compute the Cholesky factorization of the correlation

matrix [15], that is, R(k)
SINR = DDH , and we define the vector

u = D−1p(k)d , we can rewrite (A.6) as

SINR(k) =
∣

∣

∣uHDHw(k)
SINR

∣

∣

∣

2

(

DHw(k)
SINR

)H(

DHw(k)
SINR

) . (A.8)

Using the Cauchy-Schwarz inequality [15] the SINR is

maximum when u ∝ DHw(k)
SINR, and it is equal to SINR(k) =

uHu.
Equating the relations u = D−1p(k)d and u = DHw(k)

SINR,
we obtain the optimum solution for the equalizer coefficients
that is given by

w(k)
SINR =

(

DDH
)−1

p(k)d =
(

R(k)
SINR

)−1
p(k)d . (A.9)

Finally, the maximum SINR at the equalizer output is equal
to

SINR(k)
MAX = uHu =

(

p(k)d

)H(

R(k)
SINR

)−1
p(k)d . (A.10)

A.2. Relation between the Maximum SINR and the MMSE
Equalizer. The MMSE equalizer [13] minimizes the error

between its output and the data symbol of interest a(k)m−d;
that is, εm = â(k)m − a(k)m−d, where d is a certain delay, by
minimizing the quadratic form J = E[εmε∗m]. The optimum

vector w(k)
MMSE is obtained from the orthogonality condition

E[εm(z
(k)
m )

H
] = 0 that corresponds to the following relation:

(

w(k)
MMSE

)H
E
[

z(k)m

(

z(k)m

)H
]

= E
[

a(k)m−d
(

z(k)m

)H
]

. (A.11)

The correlation matrix of the input is given by

R(k)
MMSE = E

[

z(k)m

(

z(k)m

)H
]

=
M−1
∑

̂k=0
P(̂k,k)
m

(

P(̂k,k)
m

)H
+ R(k)

η ,

(A.12)

while

E
[

a(k)m−d
(

z(k)m

)H
]

=
(

p(k)d

)H
. (A.13)

Substituting (A.12) and (A.13) in (A.11), we obtain

w(k)
MMSE =

(

R(k)
MMSE

)−1
p(k)d . (A.14)

Generalizing the results in [13] to take into account the
presence of ICI and MAI, the SINR at the output of the
MMSE equalizer is equal to

SINR(k)
MMSE =

(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

1−
(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

. (A.15)

To prove the equivalence between the MMSE and the
maximum SINR equalizer we use the relation

R(k)
SINR = R(k)

MMSE − p(k)d

(

p(k)d

)H
. (A.16)
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For the matrix inversion identity [16] we have

(

R(k)
MMSE − p(k)d

(

p(k)d

)H
)−1

=
(

R(k)
MMSE

)−1

+

(

R(k)
MMSE

)−1
p(k)d

(

p(k)d

)H(

R(k)
MMSE

)−1

1−
(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

=
(

R(k)
SINR

)−1
.

(A.17)

Substituting (A.17) in (A.10) we can write

SINR(k)
MAX

=
(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

+

(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

1−
(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

=
(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

1−
(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

= SINR(k)
MMSE,

(A.18)

which proves that the SINR at the MMSE equalizer output
is identical to the SINR at the maximum SINR equalizer

output. Furthermore, the vectors w(k)
SINR and w(k)

MMSE differ by
a constant factor as proved below:

w(k)
SINR =

(

R(k)
MMSE

)−1
p(k)d

+

(

R(k)
MMSE

)−1
p(k)d

(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

1−
(

p(k)d

)H(

R(k)
MMSE

)−1
p(k)d

= w(k)
MMSE

(

1 + SINR(k)
MMSE

)

.

(A.19)
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