Throughput Analysis of Fading Sensor Networks with Regular and Random Topologies
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We present closed-form expressions of the average link throughput for sensor networks with a slotted ALOHA MAC protocol in Rayleigh fading channels. We compare networks with three regular topologies in terms of throughput, transmit efficiency, and transport capacity. In particular, for square lattice networks, we present a sensitivity analysis of the maximum throughput and the optimum transmit probability with respect to the signal-to-interference ratio threshold. For random networks with nodes distributed according to a two-dimensional Poisson point process, the average throughput is analytically characterized and numerically evaluated. It turns out that although regular networks have an only slightly higher average link throughput than random networks for the same link distance, regular topologies have a significant benefit when the end-to-end throughput in multihop connections is considered.
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1. INTRODUCTION

A sensor network [1] consists of a large number of sensor nodes which are placed inside or near a phenomenon. Uniformly random or Poisson distributions are widely accepted models for the location of the nodes in wireless sensor networks, if nodes are deployed in large quantities and there is little control over where they are dropped. A typical scenario is a deployment from an airplane for battlefield monitoring. On the other hand, depending on the application, it may also be possible to place sensors in a regular topology, for example, in a square grid.

Throughput is a traditional measure of how much traffic can be delivered by the network [2, 3]. There is a rich literature on throughput capacity for wireless networks [2, 4, 5] with random or regular topologies. The seminal paper [2] shows that, for peer-to-peer traffic, in a static two-dimensional network with N nodes and N/2 randomly selected source-destination pairs, the end-to-end throughput of a connection is $\Theta(W/\sqrt{N})$, where W is the maximum transmission rate for each node. The reason for this poor scaling behavior is that the per-link\(^1\) throughput remains constant while the number of hops grows with $\sqrt{N}$. Marco et al. [6] show that with many-to-one traffic, the per-node transport capacity is $\Theta(1/N)$. Such “order of” results do not provide any guidelines for protocol design, since the scaling behavior is very robust against changes in MAC and routing protocols [7]. All the above research work assumes networks with randomly located nodes. There are also research efforts focusing on networks with regular topologies. Silvester and Kleinrock [4] calculate the throughput of regular square networks with a slotted ALOHA channel access scheme. Xie and Kumar [7] prove that the $\Theta(N)$ upper bound on transport capacity is tight for regular networks where nodes are placed on integer lattice points for path loss exponents greater than 3 and is achieved by multihop transmission. De et al. [8] compare the performance of regular topologies with random topology in wireless CDMA sensor networks. The authors in [9, 10] evaluate the performance for regular grid and random topologies. They assume a “torus” network to avoid boundary effects and use the expected interference power to replace the exact interference power. In particular at high load,

\(^1\)The link throughput is the total achievable throughput over a link, aggregated over the flows or connections that are served by the link.
replacing the actual interference by its mean yields overly pessimistic results. Indeed, the expected interference may be infinite [11].

Most of the work above is based on a “disk model,” where it is assumed that the radius for a successful transmission of a packet has a fixed and deterministic value, irrespective of the condition and the realization of the wireless channel. Such simplified link models ignore the stochastic nature of the wireless channel. Our analysis is based on a Rayleigh fading channel model, which includes both large-scale path loss and stochastic small-scale variations in the channel characteristics. Note that even with static nodes as assumed in this paper, the channel quality varies because any movement in the environment affects the multipath geometry of the RF signal, which is easily confirmed experimentally [12, page 45].

The significant variation of the link quality when nodes are immobile is also pointed out in [13, 14, 15], and the shortcomings of the “disk model” are discussed in [11].

This paper addresses the throughput problem for large sensor networks with Rayleigh fading channels. To provide insight on the impact of the topology on the network performance, we compare networks with a random topology and three regular topologies. Placing nodes in regular lattices has an obvious advantage in terms of coverage [16], so we are not addressing coverage issues here. We define the (per-link) throughput as the expected number of successful packet transmissions of a given link per timeslot. The end-to-end throughput over a multihop connection, defined as the minimum of the throughput values of the links involved, is a performance measure of a route and the MAC scheme.

We consider a variant of the slotted ALOHA channel access scheme, originally devised in [17], that takes advantage of spatial reuse. It is assumed, as in [4, 18, 19, 20], that in every timeslot, each node transmits independently with a certain fixed probability \( p \). While often a “heavy traffic” model is used [4, 20], where nodes always have packets to transmit and \( p \) only reflects the channel access probability, we do not restrict ourselves to this “MAC-centric” case. Rather, we consider \( p \) to be composed of two factors, that is, \( p = p_q p_t \), where \( p_q \) is the probability that there is a packet in a node's queue awaiting transmission, and \( p_t \) is the probability of transmission conditioned on having a packet in the queue (the channel access probability). So, \( p_q \) is given by the traffic model, \( p_t \) is the actual slotted ALOHA channel access probability, and \( p \) is the unconditional probability of transmission.

The heavy traffic case mentioned above corresponds to \( p_q = 1, p_t = p \), and the other extreme case is \( p_q = p, p_t = 1 \), where Bernoulli traffic is generated with probability \( p \) and each node with a packet to transmit has immediate access to the channel. Since there is no need for a MAC scheme in this case, we may denote it as “traffic-centric.” Hence, the decomposition of \( p \) shows that the throughput analysis and optimization with respect to \( p \) in fact includes a range of traffic intensities and channel access probabilities. The Bernoulli traffic model is well justified by the following three observations: (1) in [18], it was shown that the traffic from a slotted ALOHA population of nodes can indeed be modeled as Bernoulli; (2) in [21, page 278], it is pointed out that the retransmission traffic is usually Bernoulli (since an unsuccessfully transmitted packet reenters the queue); and (3) the Bernoulli traffic model is memoryless and thus the discrete-time counterpart of the ubiquitous Poisson model.

The traffic distribution in a sensor networks is usually spatially and temporally bursty, that is, busy periods alternate temporally and busy areas alternate spatially with periods and areas with little or no traffic. It may therefore be impractical to employ reservation-based MAC schemes such as TDMA and FDMA that require a substantial amount of coordination traffic and cannot be implemented efficiently and in a fully distributed fashion.\(^2\) In any case, the slotted ALOHA scheme is the simplest meaningful MAC scheme and therefore provides a lower bound on the performance for more elaborate schemes. Since areas of the network or periods with little or no traffic pose no problems, our analysis focuses on and applies to busy areas and busy periods of the network where collisions are unavoidable and the throughput is interference-limited. During such a burst of traffic, we assume that the parameters \( p, p_q \), and \( p_t \) remain constant. An important example of a busy area is certainly the critical area around the base station or fusion center, where traffic accumulation due to the many-to-one transmission scheme often results in heavy traffic [22].

In Section 2, the Rayleigh fading link model is introduced. For a slotted ALOHA MAC scheme, the conditional success probability of a transmission for a node given the transmitter-receiver and interference-receiver distances is derived. Section 3 evaluates the throughput for regular networks with three topologies and compares their performance. Section 4 investigates the average throughput for random networks for fixed and random transmitter-receiver distances \( d_0 \). This section also analyzes the transport capacity and end-to-end throughput. Section 5 concludes the paper.

2. THE RAYLEIGH FADEING LINK MODEL

We assume a narrowband Rayleigh block fading channel. A transmission from node \( i \) to node \( j \) is successful if the signal-to-noise-and-interference ratio (SINR) \( \gamma_{ij} \) is above a certain threshold \( \Theta \) that is determined by the communication hardware and the modulation and coding scheme [14]. The SINR \( \gamma \) is given by \( \gamma = Q/(N_0 + I) \), where \( Q \) is the received power, which is exponentially distributed with mean \( Q \). Over a transmission of distance \( d \) with an attenuation \( d^\alpha \), we have \( Q = P_0 d^{\alpha} \), where \( P_0 \) denotes the transmit power, \( \alpha \) is the path loss exponent, \( N_0 \) denotes the noise power, and \( I \) is the interference power, that is, the sum of the received power from all the undesired transmitters. Our analysis is based on the following theorem.

Theorem 1. In a Rayleigh fading network with slotted ALOHA, where nodes transmit at equal power levels with probability \( p \), the success probability of a transmission given a desired transmitter-receiver distance \( d_0 \) and \( n \) other nodes at
distances \( d_i \) \((i = 1, \ldots, n)\) is

\[
P_{i|d_0, \ldots, d_n} = \exp \left( -\frac{\Theta N_0}{P_0 d_0^{-\alpha}} \cdot \prod_{i=1}^{n} \left( 1 - \frac{\Theta p}{(d_i/d_0)^{\alpha} + \Theta} \right) \right),
\]

where \( P_0 \) is the transmit power, \( N_0 \) the noise power, and \( \Theta \) the SINR threshold.

Proof. Let \( Q_0 \) denote the received power from the desired transmitter and \( Q_i, i = 1, \ldots, n, \) the received power from \( n \) potential interferers. All the received powers are exponentially distributed, that is, \( p_{Q_i}(q_i) = 1/\sqrt{2\pi q_i}e^{-q_i/2}, \) where \( Q_i \) denotes the average received power \( Q_i = P_i d_i^{-\alpha}. \) The cumululated interference power at the receiver is

\[
I = \sum_{i=1}^{n} S_i Q_i,
\]

where \( S_i \) is a sequence of i.i.d. Bernoulli random variables with \( \mathbb{P}(S_i = 1) = p \) and \( \mathbb{P}(S_i = 0) = 1 - p. \) The success probability of a transmission is\(^3\)

\[
P_{s|d_0, \ldots, d_n} = \mathbb{E}_I[\mathbb{P}(Q_0 \geq (I + N_0) | I)]
\]

\[
= \mathbb{E}_{Q_0, S} \left[ \exp \left( -\frac{\Theta N_0}{Q_0} \cdot \prod_{i=1}^{n} \left( \mathbb{E}(S_i Q_i) + N_0 \right) \right) \right]
\]

\[
= \exp \left( -\frac{\Theta N_0}{Q_0} \cdot \prod_{i=1}^{n} \left( \mathbb{E}(S_i Q_i) + N_0 \right) \right)
\]

\[
= \exp \left( -\frac{\Theta N_0}{P_0 d_0^{-\alpha}} \cdot \prod_{i=1}^{n} \left( 1 + \frac{\Theta p}{(d_i/d_0)^{\alpha} + \Theta} + 1 - p \right) \right)
\]

\[
= \exp \left( -\frac{\Theta N_0}{P_0 d_0^{-\alpha}} \cdot \prod_{i=1}^{n} \left( 1 - \frac{\Theta p}{(d_i/d_0)^{\alpha} + \Theta} \right) \right).
\]

Corollary 1. Under the same assumptions as in Theorem 1 but with \( N_0 = 0 \) and unit transmit power \( P_i = 1, \) the success probability given a desired link of normalized distance \( r_0 = d_0/d_0 = 1 \) and \( n \) other nodes at normalized distances \( r_i = d_i/d_0 \) is

\[
P_{s|r_0, r_1, \ldots, r_n} = \prod_{i=1}^{n} \left( 1 - \frac{p}{1 + r_i^{\alpha}/\Theta} \right) = \mathcal{L}_I(\Theta),
\]

which is the Laplace transform of the interference power \( I \) evaluated at the SIR threshold \( \Theta. \)

Proof. With unit transmit power, the mean power from the \( i \)th interferer at distance \( r_i \) is \( 1/r_i^\alpha. \) The Laplace transform of the exponential distribution with mean \( 1/\mu \) is \( \mu/(\mu + s), \) thus the Laplace transform of \( I \) is\([24]\)

\[
\mathcal{L}_I(s) = \prod_{i=1}^{n} \left( \frac{p r_i^{\alpha}}{r_i^{\alpha} + s} + 1 - p \right) = \prod_{i=1}^{n} \left( 1 - \frac{p}{1 + r_i^{\alpha}/\Theta} \right).
\]

From (3) and with \( r_i = d_i/d_0 \) (normalized distances), if \( N_0 = 0, \)

\[
P_{s|r_0, r_1, \ldots, r_n} = \prod_{i=1}^{n} \left( 1 - \frac{p}{1 + r_i^{\alpha}/\Theta} \right),
\]

we get (4).

\[
\square
\]

3. REGULAR NETWORKS

In this section, we investigate networks with three regular topologies (square, triangle, hexagon) in which every node has the same number of nearest neighbors and the same distance to all nearest neighbors.

3.1. Square networks

We first analyze square networks with \( N \) nodes placed in the vertices of a square grid with distance 1 between all pairs of nearest nodes (density 1). The next-hop receiver of each packet is one of the four nearest-neighbor nodes of the transmitter, so the transmitter-receiver distance \( d_0 = 1. \) If the receiver node \( O \) is located in the center of the network as shown in Figure 1 and node \( A \) is the desired transmitter, the success probability for node \( O \) based on (6) can be written as

\[
P_s(p) = \left( 1 - \frac{\Theta p}{1^\alpha + \Theta} \right)^3 \cdot \left( 1 - \frac{\Theta p}{(\sqrt{2})^\alpha + \Theta} \right)^4
\]

\[
\times \prod_{i=2}^{\sqrt{N}/2} \left( 1 - \frac{\Theta p}{i^\alpha + \Theta} \right)^4
\]

\[
\cdot \left( 1 - \frac{\Theta p}{(\sqrt{2}^2 + j^2)^\alpha + \Theta} \right)^8.
\]

\[
\text{(7)}
\]
network with 40 × 40 nodes with node density λ = 1 is displayed in Figure 2. For α = 4, the maximum throughput $g_{\text{max}} = 0.0247$ is achieved at an optimal transmit probability $p_{\text{opt}} = 0.066$. The transmit efficiency, defined as $T_{\text{eff}} = g_{\text{max}}/p_{\text{opt}}$, is 37.4%.

For the sensitivity analysis of the throughput with respect to Θ, we need to determine $p_{\text{opt}}(\Theta)$ and $g_{\text{max}}(\Theta)$. We use three analytic approximations for $p_{\text{opt}}(\Theta)$ and $g_{\text{max}}(\Theta)$. From (6), $g$ can be written as

$$
g = p(1 - p) \prod_{i=1}^{n} \left(1 - \frac{p}{1 + r_i^2/\Theta}\right),$$

where $r_i = d_i/d_0$.

Since $p_{\text{opt}} = \arg \max_p g(p) = \arg \max_p \log(g(p))$, we maximize

$$
\log(g) = \log(p) + \log(1 - p) + \sum_{i=1}^{n} \log \left(1 - \frac{p}{1 + r_i^2/\Theta}\right),
$$

using $\log(1 + x) \approx x$ for small $x$, yielding

$$
p_{\text{opt}}^2 = p_{\text{opt}}(1 + 2s) + s = 0,
$$

with

$$
s = \frac{1}{\sum_{i=1}^{n}(1/(1 + r_i^2/\Theta))}.
$$

Note $r_i = d_i$ for $d_0 = 1$. So, $p_{\text{opt}}$ is given by

$$
p_{\text{opt}} = s + \frac{1}{2} \left(1 - \sqrt{1 + 4s^2}\right).
$$

$g_{\text{max}}$ can be obtained by $g_{\text{max}} = p_{\text{opt}}(1 - p_{\text{opt}})P_i(p_{\text{opt}})$, where $P_i(p_{\text{opt}})$ is obtained by plugging $p_{\text{opt}}$ into (7). This method is called Analytic 1.

For $\alpha = 4$, we use $i^2$ to approximate $d_i^2$ for the nodes located in one quadrant. As shown in Figure 3, the distance of node $i (i = 1, \ldots, 8)$ in the first quadrant to the receiver node $O$ is $d_i$. Table 1 compares $d_i^4$ and $i^2$ for $i = 1, \ldots, 8$. By Euler’s summation formula, $d_i^4 \approx i^2$ allows a simplification (the node at distance 1 is the desired transmitter):

$$
\sum_{i=2}^{k+1} \frac{1}{1 + i^2/\Theta} \approx \sqrt{\Theta} \left(\arctan \frac{k + 3/2}{\sqrt{\Theta}} - \arctan \frac{3}{2\sqrt{\Theta}}\right).
$$

For $k \to \infty$,

$$
s \approx \frac{1}{4\sqrt{\Theta}(\pi/2 - \arctan(3/2\sqrt{\Theta}))},
$$

The throughput is calculated as the throughput of the center link of the busy area under consideration. This is the worst case since most other nodes experience a lower interference. In the case of infinite networks, the interference distribution is the same at every node.
or and g the interference goes to zero, in which case $p_0$ transmit $e$ ffi $p$ interference leads to a higher (and $p$ interference has a more significant impact on the throughput $T$)

Based on (10) and (12), $g_{\text{max}}$ is given by

$$g_{\text{max}} = p_{\text{opt}} \left(1 - p_{\text{opt}}\right) e^{-p_{\text{opt}}/s}. \quad (17)$$

The numerical result obtained by direct maximization of (7) for different $\Theta$ is compared with the results from the three analytical approximations in Figure 4. In Analytic 2, approximating interfering nodes at distance $d_i$ by the larger distance $i^{1/2}$ (shown in Table 1) results in lower interference. The interference has a more significant impact on the throughput (and $p_{\text{opt}}$) for small $\Theta$ (see (14)). Thus for small $\Theta$, this lower interference leads to a higher $p_{\text{opt}}$ than for Analytic 1. The transmit efficiency is $T_{\text{eff}} = g_{\text{max}}/p_{\text{opt}} = (1 - p_{\text{opt}}) e^{-p_{\text{opt}}/s}$, which is monotonically increasing from $\lim_{\Theta \to 0} T_{\text{eff}} = e^{-1} \approx 0.37$ to $\lim_{\Theta \to \infty} T_{\text{eff}} = 1/2$. The upper bound is achieved if the interference goes to zero, in which case $p_{\text{opt}} = 1/2$ and $g_{\text{max}} = 1/4$. For the lower bound, as $s \to 0$, we have $p_{\text{opt}} \to 0$ and $g_{\text{max}} \to 0$, and $T_{\text{eff}}$ converges to $e^{-1}$. Hence, $s$ is a measure for spatial reuse. Indeed for $s \to 0$, which happens for $\alpha \to 0^+$ or $\Theta \to \infty$, the network does not permit any spatial reuse. In this case, the transmit efficiency reduces to the efficiency of conventional slotted ALOHA [17], where for a network with $N$ nodes, $p_{\text{opt}} = 1/N$ and $T_{\text{eff}} = \lim_{N \to \infty} (1 - 1/N)^{N-1} = e^{-1}$ [4]. The fact that our limit coincides with the limit for conventional slotted ALOHA further validates our approximations.

### 3.2. Triangle networks and hexagon networks

Other regular topologies of interest are the triangle topology and its dual, the hexagon topology (Figure 5). For each triangle, there are three vertices and six nearest neighbors for each vertex, while for the hexagon, there are six vertices for each hexagon and three nearest neighbors for each vertex. Again, the next-hop receiver of each packet is one

---

In fact, $\alpha \to 2$ is sufficient for infinite networks.
of the nearest-neighbor nodes of the transmitter, so the transmitter-receiver distance $d_0$ is equal to the side length of the regular polygon. In the triangle network, each node is located in a hexagon with area $(\sqrt{3}d_0^2)/2$. For node density equal to 1, $d_0^2 = 2/\sqrt{3}$. Similarly, for hexagon networks, $d_0^2 = 4/(3\sqrt{3})$.

Similar to the calculation of square lattice networks as in (7), we obtain the relationship between the throughput $g$ and the transmit probability $p$ and compare the performance of triangle and hexagon networks in Figure 6. For a fair comparison, we introduce the transport capacity which can be defined as $Z := g_{\text{max}} d_0$. The results for square, triangle, and hexagon networks for $\alpha = 4$ are shown in Table 2. The performance difference among the three topologies can be explained by the distance and number of the potential interfering nodes. Note that the transmit efficiency $T_{\text{eff}}$ is very close to the one of conventional slotted ALOHA and does not depend on the topology.

4. RANDOM NETWORKS

Here, we assume that the positions of the nodes constitute a Poisson point process. In the following, we will investigate the throughput averaged over network realizations when the transmitter-receiver distance $d_0$ is fixed (Section 4.1) and not fixed (Section 4.2).

4.1. Average throughput for fixed $d_0$

In this case, we assume the distance between the desired transmitter and receiver is fixed and there are $N$ other nodes constituting a two-dimensional Poisson point process. Although (6) gives the success probability conditioned on node distances, we still need to find the joint density of

---

For large networks, this is equivalent to a uniformly random distribution for all practical purposes.
Table 2: Comparison of square, triangle, and hexagon networks for \(\alpha = 4\) and \(\Theta = 10\), where \(p_{\text{opt}}\), \(g_{\text{max}}\), and \(T_{\text{eff}}\) denote the optimum transmit probability, maximum throughput, and transmit efficiency.

<table>
<thead>
<tr>
<th></th>
<th>(p_{\text{opt}})</th>
<th>(g_{\text{max}})</th>
<th>(T_{\text{eff}})</th>
<th>(d_0)</th>
<th>(g_{\text{max}}d_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square</td>
<td>0.0660</td>
<td>0.0247</td>
<td>0.37</td>
<td>1.0</td>
<td>0.0247</td>
</tr>
<tr>
<td>Triangle</td>
<td>0.0570</td>
<td>0.0213</td>
<td>0.37</td>
<td>1.0746</td>
<td>0.0229</td>
</tr>
<tr>
<td>Hexagon</td>
<td>0.0870</td>
<td>0.0326</td>
<td>0.37</td>
<td>0.8774</td>
<td>0.0286</td>
</tr>
</tbody>
</table>

\(d_1, d_2, \ldots, d_N\) (ordered distances). It is well known that for one-dimensional Poisson point processes with density \(\lambda\), the ordered distance from nodes to the desired receiver forms the arrival times of a Poisson process [24]. The interarrival intervals are i.i.d. exponential with parameter \(\lambda\):

\[
f_{d_1, \ldots, d_N}(x_1, x_2, \ldots, x_N) = \lambda e^{-\lambda(x_N - x_1)}.
\] (18)

So, for the ordered distance \(0 \leq d_1 \leq \cdots \leq d_N\), the joint density function of the interarrival intervals is

\[
f_{d_1, d_2, \ldots, d_N}(x_1, x_2, \ldots, x_N) = f_{d_1}(x_1, x_2 - x_1, \ldots, x_N - x_{N-1}) = \lambda^N e^{-\lambda x_N}, \quad 0 \leq x_1 \leq x_2 \leq \cdots \leq x_N.
\] (19)

When nodes are distributed according to a two-dimensional Poisson point process with density \(\lambda\), the squared ordered distances from the desired receiver have the same distribution as the arrival times of a Poisson process with density \(\lambda \pi\) [24]. The squared ordered distances have a joint distribution with density

\[
f_{d_1^2, \ldots, d_N^2}(x_1^2, \ldots, x_N^2) = (\lambda \pi)^N e^{-\lambda \pi x_N}, \quad 0 \leq x_1 \leq x_2 \leq \cdots \leq x_N,
\] (20)

because from [26], we have

\[
f_{d_1^2 - d_1^2}(x_i - x_{i-1}) = \lambda \pi e^{-\lambda \pi(x_i - x_{i-1})}.
\] (21)

The conditional success probability can be written as (see (6))

\[
P_{\text{succ}}|d_0 = \prod_{i=1}^{N} \frac{(d_i^2)^{\alpha/2} + (1 - p)\Theta d_0^4}{(d_i^2)^{\alpha/2} + \Theta d_0^4}.
\] (22)

Integrating (22) with respect to the joint density (20), and in particular, evaluating it for \(\alpha = 4\), we obtain

\[
P_{\text{succ}} = \int_0^{\infty} (\lambda \pi)^N e^{-\lambda \pi x_0}
\times \left\{ \int_0^{x_0} \cdots \int_0^{x_N} \frac{x_1^2 + (1 - p)\Theta d_0^4}{x_1^2 + \Theta d_0^4} dx_1 \cdots dx_{N-1} \right\} dx_N.
\] (23)

By applying a similar inductive technique as in [24], it can be shown that

\[
\int_0^{x_N} \cdots \int_0^{x_1} \left( \prod_{i=1}^{N} \frac{x_i^2 + (1 - p)\Theta d_0^4}{x_i^2 + \Theta d_0^4} \right) dx_N \cdots dx_1 = \frac{1}{(N-1)!} \left( \frac{x_N}{\sqrt{\Theta d_0^4}} \right)^{N-1}.
\] (24)

Combining (23) and (24), we have

\[
P_{\text{succ}} = \int_0^{\infty} (\lambda \pi)^N e^{-\lambda \pi x_0}
\times \left\{ \int_0^{\infty} \left( x - p\sqrt{\Theta d_0^4} \arctan \left( \frac{x}{\sqrt{\Theta d_0^4}} \right) \right)^{N-1} dx \right\} dx_0.
\] (25)

Based on (25), we numerically evaluate the average throughput \(E[g|d_0] = p(1 - p)P_{\text{succ}}\) (averaged over all network realizations) and plot it as a function of \(p\) in Figure 7 for a network with node numbers \(N = 100, 121, 144\), where \(d_0 = 1\). It is shown that they are very close, indicating that only a portion of the nodes interfere at the receiver and nodes further away have little impact on the transmission.

4.2. Average throughput for variable \(d_0\)

In the previous analysis, we assumed that the transmitter-receiver distance \(d_0\) is fixed and there are \(N\) potential interfering nodes uniformly distributed. Now we assume that the receiver located at the center selects its nearest-neighbor node as its desired transmitter. Then there are \(N - 1\) nodes further away than the desired transmitter. The distance to the nearest neighbor has the Rayleigh density function (as shown in [23])

\[
f_{\text{Ray}}(x) = 2\pi x e^{-\pi x^2}.
\] (26)
Since $d_0$ is the nearest distance, $d_i^2$ in (22) can be varying from $d_0^2$ to $d_{i+1}^2$. So we integrate $x_i$ from $d_0^2$ to $x_{i+1}$:

$$
P_{s|d_0} = \int_{d_0^2}^\infty f_{d_0^2,...,d_{i+1}^2}(x_1,\ldots,x_{N-1}|d_0^2)$$

$$\times \left\{ \prod_{i=1}^{N-1} \frac{x_i^2 + (1-p)\Theta d_i^2}{x_i^2 + \Theta d_i^2} dx_i \right\} dx_{N-1},$$

$$f_{d_0^2,...,d_{i+1}^2}(x_1,\ldots,x_{N-1}|d_0^2) = \lambda N^{-1} e^{-\lambda \pi(x_{N-1}-d_0^2)}.$$  (27)

where $0 \leq d_0^2 \leq x_1 \leq \cdots \leq x_{N-1}$.

By induction, it can be shown that

$$\int_{d_0^2}^{x_{N-1}} \prod_{i=1}^{N-1} \frac{x_i^2 + (1-p)\Theta d_i^2}{x_i^2 + \Theta d_i^2} dx_i = \frac{1}{(N-2)!} \left[ x_{N-1} - d_0^2 - p \sqrt{\Theta d_0^2} \cdot \arctan \left( \frac{x_{N-1}}{\sqrt{\Theta d_0^2}} \right) \right]^{N-2}.$$  (28)

The success probability is $P_{s|d_0}$ averaged over $d_0$:

$$P_s = \int_{0}^{\infty} f_{d_0}(x)P_{s|d_0} dx.$$  (30)

Substitute (28) and (29) into (27) and evaluate (30) with (26), we obtain the relationship between $\mathbb{E}[g] = p(1-p)P_s$ and $p$, which is plotted in Figure 8. It is shown that the analytic (solid line) and simulation result (marked by +) match perfectly.

Figure 8 implies random networks have better average throughput for local data exchange than regular networks. This can be explained by $d_0$, the transmitter-receiver distance. In random networks, a variable $d_0$ leads to a variable throughput. Figure 9a displays $\mathbb{E}[g|d_0]$ versus $p$ for $d_0$ from 0.5 to 1.5. Figure 9b shows the relationship for $d_0 = 0.1$, 0.5, 1.0, and 1.5. Not surprisingly, smaller $d_0$ results in higher throughput. For the variable $d_0$ case, it is assumed that the desired transmitter is the nearest neighbor of the receiver. With the pdf of (26), the probability that $d_0$ is greater than 1 (the transmitter-receiver distance in the square lattice network) is $P[d_0 > 1] = e^{-\pi} = 0.043$. So for most nodes, the received signal power from the desired transmitter is greater than that in regular networks. In Figure 9b, for $d_0 = 0.1$, it is shown that the strong signal power resulting from very small $d_0$ offsets the impact of interference even for high transmit probabilities $p$. 
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4.3. End-to-end throughput $g_{EE}$ in a random network

In wireless sensor networks with multihop communication, the end-to-end throughput (the minimum of the throughput values of the links involved) of a route with an average number of hops is a better performance indicator than the average throughput. For two-dimensional random sensor networks (busy area $m \times m$, density 1, routing within sector $\phi$) with uniformly randomly selected source and fixed destination located at the corner, we can approximate the average path length in hops

$$\bar{h} \approx \frac{\tilde{r}}{D\eta},$$

(32)

where $\tilde{r}$ denotes the expected distance between the source and the destination, $\bar{D}$ the expected hop length, and $\eta$ the expected path efficiency, where the path efficiency is the ratio between the Euclidean distance and the travelled distance of a path. $D\eta$ can be viewed as the effective hop length—the average hop length projected onto the source-destination axis. The expected distance from a random point in a square to a corner can be derived from [27, Exercise 2.4.5]:

$$\tilde{r} = \left[ \frac{\sqrt{2}}{3} - \frac{1}{3} \arctanh \left( \frac{1}{\sqrt{2}} \right) \right] m \approx 0.769m.$$  

(33)

From [23], we know that

$$\bar{D} = \frac{\pi}{2\varphi}, \quad \eta = \frac{2}{\varphi} \sin \left( \frac{\varphi}{2} \right).$$

(34)

So the average path length in hops can be approximated by plugging (33) into (32). To evaluate the end-to-end throughput of a route with $\bar{h}$ hops, we use a semianalytic approach by generating an $\bar{h}$-hop path with each hop length obtained as a realization of $D$ according to the pdf in (31), and evaluate the throughput of each hop based on Figure 9a. The average end-to-end throughput is then obtained by taking the minimum of each path and averaging the minimum over the number of realizations of the simulated routes. It is shown in Figure 12 that the maximum end-to-end throughput $g_{EE}$ is $0.0086$, $0.0053$, and $0.0039$ for $\varphi = \pi$, $\pi/2$, and $\pi/3$.

What is the end-to-end throughput for regular networks? It can be directly obtained from Figures 2 and 6, which is $0.0247$, $0.0213$, and $0.0326$ for square, triangle, and hexagon networks. For regular networks, every hop has the same length, and the throughput is calculated for a link in the center of the network, which is the worst case, so the end-to-end throughput is the throughput of the center link of the busy area. In terms of the end-to-end throughput for multihop communication, regular networks significantly outperform random networks. For larger networks, the benefit is larger since larger $m$ results in longer paths.

5. CONCLUSIONS

We have shown that for a noiseless Rayleigh fading network with slotted ALOHA, the success probability of a transmission is the Laplace transform of the interference evaluated at the SIR threshold $\Theta$. We assume that in every timeslot, each
node transmits independently with a certain fixed probability $p = p_{q}p_{t}$, where $p_{q}$ is the intensity of the Bernoulli traffic and $p_{t}$ is the channel access probability. This decomposition of $p$ shows that the throughput analysis and optimization with respect to $p$ includes a range of traffic intensities and channel access probabilities.

Among the three regular networks (square, triangle, hexagon), the hexagon network provides the highest throughput since every node has only three nearest neighbors which is the smallest among the three networks. The sensitivity analysis of the maximum throughput $g_{\text{max}}$ and optimum transmit probability $p_{\text{opt}}$ with respect to $\Theta$ for square networks explains why the transmit efficiency $T_{\text{eff}} = g_{\text{max}}/p_{\text{opt}}$ is approximately 37%. These results hold quantitatively for the other two regular networks—triangle and hexagon networks.

For random networks, two scenarios are considered—fixed and variable transmitter-receiver distances $d_{0}$. If $d_{0}$ is the same for regular and random networks, regular networks slightly outperform random networks in terms of throughput and transport capacity. In the case of variable $d_{0}$ where the receiver selects the nearest-neighbor node as its desired transmitter, the average throughput of random networks is better than that of regular ones. This is because strong signal powers resulting from very small $d_{0}$ offset the impact of interference even for high transmit probabilities. This result, however, only pertains to local data exchange. When multi-hop communication and routing is taken into account, regular topologies have a significant advantage in terms of end-to-end throughput. The reason for the inferior end-to-end performance of random networks is the large variance in the node distances.
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