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Abstract

Despite the promising role of orthogonal frequency-division multiplexing (OFDM) technology in communication
systems, its synchronization in multipath fading channels remains an important and challenging issue. This work
describes a novel synchronization algorithm that exploits channel length information for use in OFDM systems. A
timing function that can identify the ISI-free region and subsequently the channel length is also developed based
on both the redundancy of the cyclic prefix (CP), and the drastic increase in intersymbol interference (ISI) that rises
with symbol timing error in multipath fading channels. Knowledge of the channel length information allows the
symbol timing to be safely set in the middle of the ISI-free region, without any ISI. Simulation results indicate that
the maximum value of the timing function occurs at the correct timing offset when the signal-to-noise ratio (SNR)
is high. From low- to medium SNRs, the correct timing offset is guaranteed when the signal power induced by the
channel tap is more significant than the noise power. Furthermore, an efficient search algorithm is derived to
reduce the search complexity (search time and computation complexity).

Keywords: Channel length, Cyclic prefix (CP), Orthogonal frequency-division multiplexing (OFDM), Symbol
synchronization

I Introduction
Orthogonal frequency-division multiplexing (OFDM) is
a promising technology for broadband transmission.
However, OFDM systems are sensitive to synchroniza-
tion errors that may destroy the orthogonality among all
sub-carriers. Accordingly, intercarrier interference (ICI)
and intersymbol interference (ISI) are introduced by
synchronization errors [1-4]. First, the uncertain OFDM
symbol arrival time introduces a symbol timing offset,
which is estimated by the coarse symbol timing offset
[5] and fine symbol timing offset [6,7]. Second, the mis-
match between the carrier frequencies of the oscillators
of the transmitter and the receiver generates a carrier
frequency offset (CFO), necessitating the elimination of
the resulting fractional CFO [5], integral CFO [8,9], and
residual CFO [6,7]. Moreover, the mismatch between
the sampling clocks of the digital-to-analog converter
(DAC) and the analog-to-digital converter (ADC) intro-
duces a sampling clock frequency offset [7].

The estimation of symbol timing is essential to the
overall OFDM synchronization process, because a poor
estimate of symbol timing severely degrades the signal-
to-interference-and-noise ratio (SINR) [2,7]. Besides ISI,
extra ICI is also introduced owing to a loss of orthogon-
ality. The symbol timing is estimated to identify the cor-
rect starting position of the OFDM symbol for the fast
Fourier transform (FFT) operation. The timing offset is
assumed to be an integer and may be set anywhere
within an OFDM symbol.
Synchronization algorithms have been extensively

reported for OFDM. A good survey can be found in
[10]. Some works are briefly described here. Specially
designed training preambles in [6,11] can be used for
symbol synchronization. Although an accurate estimate
can be made, the bandwidth efficiency is reduced by
adding a preamble. To eliminate such a reduction, algo-
rithms that use the redundancy of the cyclic prefix (CP)
have been developed [5,12-17]. The symbol synchroniza-
tion algorithm [5] adopts the maximum-likelihood (ML)
approach. However, being assumed in additive white
Gaussian noise (AWGN) channels, the algorithm esti-
mates the center of mass of the channel intensity profile
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rather than locating the first arriving path when used in
multipath channels. One work [12] carries out coarse
symbol timing synchronization in multipath channels,
utilizing a correlation length that equals the summation
of the channel and CP lengths. To make the algorithm
more practical for synchronization, the simplified algo-
rithm in [12] uses the correlation length that is equiva-
lent to twice the CP length, subsequently degrading the
performance. Despite the ability to identify the ISI-free
region in multipath channels, an approach in that work
[13] may require many symbols to obtain an accurate
symbol timing estimate. The computation complexity of
the rank method in another study [14] is high and can
be incorporated in continuous-transmission networks.
Yet, the performance of another method [15] may be
disturbed by the CFO. A discrete stochastic approxima-
tion algorithm (DSA) for adaptive time synchronization
has been developed in [16]. A related work [17]
describes a maximum-likelihood (ML) approach.
Although ML estimation methods produce better per-
formance than ad hoc algorithms and can perform close
to the theoretical Cramér-Rao lower bound (CRLB) on
the mean square error, and their complexity is typically
considered to be very high. Other works [18,19] use
either (blind) data [18] or frequency-domain pilots [19].
Conventional CP-based timing synchronization

schemes may underper-form preamble-based ones.
Despite the repeated structure in CP, its correlation can-
not be designed to resemble the impulse shape of train-
ing symbols. Therefore, the complexity of CP-based
synchronization should be considerably increased to
enhance its performance; otherwise, training symbols
that can reduce the bandwidth efficiency should be
used. This work thus develops a new synchronization
scheme (considering multipath channels) having com-
parable complexity (~ O(N)) to that of the simplest
approach in [5] (considering AWGN channels), where N
denotes the number of subcarriers. As is well known,
the channel length is related to the best symbol timing.
However, this information is seldom used in literature.
Conversely, to enhance the performance of symbol syn-
chronization, the channel length is used explicitly in this
work.
This work presents a new synchronization algorithm,

assisted by channel length information, for OFDM sys-
tems based on the redundancy of CP. ISI significantly
increases with symbol timing error in multipath fading
channels [1,2]. Due to the characteristics of ISI, a new
timing function, whose value is proportional to the
interference, is developed. Of priority concern is how to
locate the symbol timing estimate in the middle of the
ISI-free region, because SINR of the received signals
includes no penalty in this region. The proposed
approach increases the robustness of the proposed

algorithm because only phase rotation is introduced in
the ISI-free region, which can be simply compensated
by using a single-tap equalizer. Simulation results
demonstrate that the maximum value of this function is
at the correct timing offset, when the signal-to-noise
ratio (SNR) is high or the signal power induced by the
channel tap exceeds the noise power. Since random
fluctuation of the timing function is unavoidable, the
channel length is also determined to assist in locating
the symbol timing at the middle of the ISI-free region.
The proposed method is a 2-D function of the symbol
timing offset and channel length. To reduce the com-
plexity, i.e., search time and computation complexity,
this work also develops an efficient search algorithm.
Although ad hoc, the proposed timing function is
demonstrated to be efficient because a complexity ~O
(N) and significant performance improvement are
achieved.
The rest of this paper is organized as follows. Section

II introduces the OFDM signal model and its correlation
characteristics in multipath fading channels. Section III
presents the proposed channel length assisted symbol
synchronization algorithm. Section IV discusses in detail
the design issues. Section V demonstrates simulation
results. Finally, Section VI draws conclusions.

II OFDM signal model and correlation
characteristics
In wireless communications, the received signals are
subjected to reflection and scattering from natural and
man-made objects. Such phenomena result in the arrival
of time variant multiple versions (multipaths) of trans-
mitted signals at the receiving antenna. In a properly
designed OFDM system, the CP length is normally
longer than the channel length. The time-domain corre-
lation characteristics of separated-by-N data are thus
related to neighboring symbols. In the following discus-
sion, the signal model considers three consecutive sym-
bols, i.e., the previous, the current, and the next
symbols.
Let h(l) denote the impulse response of multipath

channels with (L + 1) uncorrelated taps. Consider an
OFDM with N subcarriers. The complex data are modu-
lated onto the N subcarriers via the inverse discrete
Fourier transform (IDFT). CP of length NG is inserted at
the beginning of each OFDM symbol to prevent ISI and
preserve the mutual orthogonality of sub-carriers.
Following parallel-to-serial conversion, the current

OFDM symbol x(n); n Î {0, 1,..., N + NG - 1}, is finally
transmitted through a multipath channel h(l). Due to
CP, the transmitted data have the following property: if
n2 ≠ n1 and n2 ≠ n1 + N, E[x(n1)x* (n2)] = 0; otherwise,
E[x(n1)x∗(n2)] = σ 2

x , where σ 2
x ≡ E

[|x(n)|2] denotes the
signal power.

Chin EURASIP Journal on Wireless Communications and Networking 2011, 2011:68
http://jwcn.eurasipjournals.com/content/2011/1/68

Page 2 of 11



At the receiver, considering the previous OFDM sym-
bol x’(n) of the current symbol, which is confined within
n Î {- N -NG, -N -NG +1;...,-1}, the received data x̃(n)
can be written as

x̃(n) = e
j
2πnε

N

(
L∑
l=0

h(l)x′(n − l − θ) +
L∑
l=0

h(l)x(n − l − θ)

)
+ w(n),

n = {θ , θ + 1, . . . , θ +N +NG − 1}
(1)

where ε denotes the normalized CFO; θ denotes the
timing offset to be estimated, θ Î{0, 1,..., N + NG - 1},
and w(n) represents AWGN with zero-mean and var-
iance σ 2

w. Notably, the channel length is assumed to be
shorter than the CP length such that only partial CP of
the current symbol is corrupted by the previous symbol.
The ISI-free region is therefore attained in n Î {θ + L, θ
+ L + 1,..., θ + NG}.
Next, x̃(n +N), n Î{ θ, θ + 1,..., θ + N + NG -1},

should be obtained to derive the correlation characteris-
tics of separated-by-N data. Similar to (1), while consid-
ering the following OFDM symbol x″(n) of the current
symbol, which is confined within n Î {N + NG, N + NG

+ 1,..., 2(N + NG) -1}, the received data x̃(n +N) can be
written as

x̃(n +N) = e
j
2π(n +N)ε

N

(
L∑
l=0

h(l)x(n +N − l − θ) +
L∑
l=0

h(l)x′′(n +N − l − θ)

)

+ w(n +N), n = {θ , θ + 1, . . . , θ +N +NG − 1}.
(2)

Determination of the correlation characteristics is sim-
plified using the models in (1) and (2). Since x(n); x’(n);
x″(n); h(l), and w(n) are mutually uncorrelated, the cor-
relation between x̃(n) and x̃(n +N) can be expressed as
(see Appendix A)

E[x̃(n)x̃∗(n +N)] =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ 2
x e

−j2πε
n−θ∑
l=0

∣∣h(l)∣∣2, n ∈ I1

σ 2
x e

−j2πε
L∑
l=0

∣∣h(l)∣∣2, n ∈ I2

σ 2
x e

−j2πε
L∑

l=n−θ−NG+1

∣∣h(l)∣∣2, n ∈ I3

0, n ∈ I4

(3)

where I1 ≡ {θ, θ + 1,..., θ + L - 1}, I2 ≡ {θ + L, θ + L +
1,..., θ + NG -1}, I3 ≡ {θ + NG, θ + NG + 1,.... θ + NG + L
- 1}, and I4 ≡ {θ + NG + L, θ + NG + L + 1,..., θ + N +
NG - 1}. Notably, no assumption is made regarding the
transmitted data.
Figure 1 illustrates the correlation (3) for ε = 0. Its

shape depends on the channel condition. Nonzero cor-
relation values of separated-by-N samples are attributed
to CP. Due to linear convolution of the transmitted data
with a channel, the length of nonzero correlation values
is NG + L.

Taking the magnitude of (3) yields,

∣∣E[x̃(n)x̃∗(n +N)]
∣∣ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ 2
x

n−θ∑
l=0

∣∣h(l)∣∣2, n ∈ I1

σ 2
x

L∑
l=0

∣∣h(l)∣∣2, n ∈ I2

σ 2
x

L∑
l=n−θ−NG+1

∣∣h(l)∣∣2, n ∈ I3

0, n ∈ I4

. (4)

Notably, the correlation results in I2 (ISI-free region)
with a plateau are greater than those in I1 and I3. Equa-
tion 4 can be regarded as the desired signal power.
Similarly,

E
[∣∣x̃(n)∣∣2] = σ 2

x

L∑
l=0

∣∣h(l)∣∣2 + σ 2
w , ∀n ∈ I (5)

where I = I1 ∪ I2 ∪ I3 ∪ I4. Therefore, (5) is the signal
power plus the AWGN power. These characteristics are
exploited in the following section.

III Proposed symbol synchronization
A Channel length assisted symbol synchronization
Before the synchronization algorithm is introduced, it
should be noted that the cross-correlation result in I2
denotes the signal power (without ISI and noise),
which comprises the power spread by multipath chan-
nels. The loss and leakage of the desired signal power
in I1 and I3, respectively, are caused by ISI. Evidently,
the autocorrelation result is the total signal power.
Based on (4) and (5), a new timing function is
obtained

�(k,m) ≡ −ψ2(k,m) + 2 (NG − m)ψ(k,m)σ 2
w ,

k ∈ {0, 1, . . . ,N +NG − 1} and m ∈ {0, 1, ...,NG − 1} (6)

I1 I2 I3 I4

ISI-free region

( ) ( )E x n x n N

0 n

I1 I2 I3 I4

ISI-free region

( ) ( )E x n x n N

0 n

Figure 1 Correlation characteristics of received separated-by-N
data.

Chin EURASIP Journal on Wireless Communications and Networking 2011, 2011:68
http://jwcn.eurasipjournals.com/content/2011/1/68

Page 3 of 11



where

ψ(k,m) =
1
2

NG−1∑
n=m

(
E

[∣∣x̃(n + k)
∣∣2] + E

[∣∣x̃(n +N + k)
∣∣2])

−
∣∣∣∣∣
NG−1∑
n=m

E[x̃(n + k)x̃∗(n +N + k)]

∣∣∣∣∣ .
(7)

The timing function is 2-D and is generated by slid-
ing windows with all possible channel lengths (ranging
from one to NG) at all possible sampling points in an
OFDM symbol. The end of this subsection describes
the rationale for the timing function. Before doing so,
some properties of the timing function are introduced
first.
The proposed timing function has the following

properties.
Property 1 The function,

φ(n) =
1
2

(
E

[∣∣x̃(n)∣∣2] + E
[∣∣x̃(n +N)

∣∣2]) − ∣∣E[x̃(n)x̃∗(n +N)]
∣∣ ,n ∈ I, (8)

has a minimum plateau in the ISI-free region.
Proof: Inserting (4) and (5) into (8) yields,

φ(n) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ 2
x

(
L∑
l=0

∣∣h(l)∣∣2 −
n−θ∑
l=0

∣∣h(l)∣∣2) + σ 2
w , n ∈ I1

σ 2
x

(
L∑
l=0

∣∣h(l)∣∣2 −
L∑
l=0

∣∣h(l)∣∣2) + σ 2
w , n ∈ I2

σ 2
x

(
L∑
l=0

∣∣h(l)∣∣2 −
L∑

l=n−θ−NG+1

∣∣h(l)∣∣2
)
+ σ 2

w , n ∈ I3

σ 2
x

L∑
l=0

∣∣h(l)∣∣2 + σ 2
w , n ∈ I4

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ 2
x

L∑
l=n−θ+1

∣∣h(l)∣∣2 + σ 2
w , n ∈ I1

σ 2
w , n ∈ I2

σ 2
x

n−θ−NG∑
l=0

∣∣h(l)∣∣2 + σ 2
w , n ∈ I3

σ 2
x

L∑
l=0

∣∣h(l)∣∣2 + σ 2
w , n ∈ I4

.

(9)

Owing to the multipath fading channels, j(n) appar-
ently has a minimum plateau with a value of σ 2

w in the
ISI-free region. The proof follows. ■
Property 2 The maximum value of the timing function

(6) occurs at k = θ and m = L under the conditions of

σ 2
x

∣∣h(0)∣∣2 > σ 2
wand σ 2

x

∣∣h(0)∣∣2 > σ 2
w. (The signal power

induced by the channel tap is larger than the AWGN
power.)
Proof: First, the following function j’(n) is shown to be

positive in the ISI-free region and negative in the ISI

regions, when σ 2
x

∣∣h(L)∣∣2 > σ 2
w and σ 2

x

∣∣h(0)∣∣2 > σ 2
w are

satisfied. Based on property 1,

φ′(n) ≡ −φ(n) + 2σ 2
w

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−σ 2
x

L∑
l=n−θ+1

∣∣h(l)∣∣2 + σ 2
w , n ∈ I1

σ 2
w , n ∈ I2

−σ 2
x

n−θ−NG∑
l=0

∣∣h(l)∣∣2 + σ 2
w , n ∈ I3

−σ 2
x

L∑
l=0

∣∣h(l)∣∣2 + σ 2
w , n ∈ I4

.
(10)

From (10), j’(n) is a positive constant, σ 2
w, in I2. In I1,

j’(n) is a strictly increasing function with a maximum of

−σ 2
x

∣∣h(L)∣∣2 + σ 2
w at n = θ + L - 1. Therefore, when

σ 2
x

∣∣h(L)∣∣2 > σ 2
w, the values of (10) in I1 are all negative.

Similarly, when σ 2
x

∣∣h(0)∣∣2 > σ 2
w, the values of j’(n) in I3

and I4 are all negative. The functions, j(n) (in property
1) and j’(n), are used to prove property 2.
The correlation (3) generally has a complex value,

which is introduced owing to the CFO. The phase rota-
tions of all correlations are the same at all sampling
points, which can be eliminated by the absolute opera-
tion. Additionally, σ 2

x and |h(l)|2 are larger than 0; there-
fore,

∣∣∣∣∣
NG−1∑
n=m

E
[
x̃(n + k)x̃∗(n +N + k)

]∣∣∣∣∣ =
NG−1∑
n=m

∣∣E [
x̃(n + k)x̃∗(n +N + k)

]∣∣ . (11)

Equations 7 and 8 yield ψ(k; m) as

ψ(k,m) =
NG−1∑
n=m

φ(n + k). (12)

Moreover, the timing function (6) can be written as

�(k,m) = ψ(k,m)
[−ψ(k,m) + 2 (NG − m) σ 2

w

]
. (13)

Therefore, via (10) and (12), Λ(k, m) can be expressed
as

�(k,m) =

(
NG−1∑
n=m

φ(n + k)

) (
NG−1∑
n=m

φ′(n + k)

)
. (14)

From the above equation, since j(n) >0, j’(n) is a
positive constant in the ISI-free region and is negative
in the ISI regions, Λ(k, m) has a maximum value at (k;
m) = (θ, L) (see Appendix B). The proof follows. ■
Property 2 can be relaxed for high SNRs, as described

by the following property.
Property 3 For high SNRs, the maximum value of the

timing function (6) occurs at k = θ and m = L (without
the constraint that the signal power induced by the
channel tap should be larger than the AWGN power).
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Proof: When the SNR is high,

φ(n) ≈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ 2
x

L∑
l=n−θ+1

∣∣h(l)∣∣2, n ∈ I1

σ 2
w , n ∈ I2

σ 2
x

n−θ−NG∑
l=0

∣∣h(l)∣∣2, n ∈ I3

σ 2
x

L∑
l=0

∣∣h(l)∣∣2, n ∈ I4

(15)

and

φ′(n) ≈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−σ 2
x

L∑
l=n−θ+1

∣∣h(l)∣∣2, n ∈ I1

σ 2
w , n ∈ I2

−σ 2
x

n−θ−NG∑
l=0

∣∣h(l)∣∣2, n ∈ I3

−σ 2
x

L∑
l=0

∣∣h(l)∣∣2, n ∈ I4

. (16)

Therefore, j’(n) appears to be a positive constant σ 2
w

in I2, j’(n) is negative in I1, I3 and I4. With (15) and
(16), the timing function (14) obviously has a maximum
value of (NG - L)2 σ 4

w at k = θ and m = L. The proof
follows.
Based on Properties 2 and 3, the timing offset θ and

the channel length L are estimated according to the
maximum point of the timing function Λ(k; m):

(θ̂ , L̂) = arg max
k

max
m

�(k,m). (17)

Finally, since no penalty applies when the symbol tim-
ing is located in the ISI-free region, given the inevitable
random fluctuation in the estimate, the preferred strat-
egy of the synchronization is to locate the symbol tim-
ing in the middle of the ISI-free region. Via the
information of the first sample of I2, i.e., θ̂ + L̂, and the
length of the ISI-free region NG − L̂, the final estimate
of symbol timing, θ̂o, is located in the middle position of
the ISI-free region as

θ̂o = θ̂ + L̂ +

⌊
NG − L̂

2

⌋

= θ̂ +
NG

2
+

⌈
L̂
2

⌉ (18)

where NG is assumed to be an even number, ⌊·⌋ and
⌈·⌉ denote the floor and ceiling functions, respectively.
Notably, when the symbol timing is located in the ISI-

free region, only phase rotation is introduced, which can be
simply compensated for by using a single-tap equalizer.
Additionally, Property 3 indicates that an accurate estimate
can be obtained when the SNR is high. Based on Property

2, from low to moderate SNRs, an accurate estimate can

also be obtained if σ 2
x

∣∣h(L)∣∣2 > σ 2
w and σ 2

x

∣∣h(0)∣∣2 > σ 2
w are

satisfied. If the above-mentioned conditions are not satis-
fied, θ̂ will typically be around θ, because j’(n) is a strictly
increasing/decreasing function in I1/I3

. Besides, due to the
SINR plateau, tolerance is allowed if the final estimate of
symbol timing θ̂o lies in the ISI-free region. In this condi-
tion, the channel length estimate assists in locating θ̂o in the
middle position of ISI-free region, thus increasing the esti-
mation accuracy. Hence, the proposed method utilizes the
plateau in the ISI-free region.
Following the introduction of the proposed timing

function and its properties, its design rationale is brie y
described here. The core function, j(n), expressed in (8)
is proportional to the incurred interference. By using a
simple algebraic equation, j’(n) is obtained from j(n).
Then, by considering all possible lengths of the ISI-free
region, the timing function Λ(k, m) (14) is expressed by
j(n) and j’(n) and can be further simplified as (6).

B Search algorithm
To prevent the timing function from fluctuating when
m is small and reduce the computation complexity of
the 2-D search algorithm (17), this work presents and
implements an algorithm, as described in Table 1. In
the proposed algorithm, ϒmax(m = M) denotes the maxi-
mum value when m increases from 0 to M, M Î {0, 1,...,
NG - 1}; Θmax(k) denotes the maximum value of all k at
a given m, and -maxValue denotes the smallest negative
value that a computer can represent.
When NG - m exceeds the length of the ISI-free

region, based on Property 2, ϒmax(m) is smaller than
that of the global maximum value at m = L. The value
of ϒmax(m) increases until NG - m equals the length of
the ISI-free region. ϒmax(m) starts to decline, when NG -
m decreases continuously and eventually becomes smal-
ler than the ISI-free region length.
Based on Property 3, for high SNR conditions, Figure

2 presents the timing function, Λ(k, m), as a function of
m, i.e., ϒmax(m). For clarity, this figure labels only some
values of ϒmax(m) at k = θ. The values of ϒmax(m) at
other samples can be similarly shown and found to be
smaller than that at (k, m) = (θ, L). According to this
figure, for increasing m when m Î {L, L + 1,..., NG - 1},
ϒmax(m) declines with the factor (NG - m)2. For decreas-
ing m when m Î {0, 1,..., L - 1}, ϒmax(m) declines pro-

portionally according to −
(∑L−m−1

l=0

∣∣h(l)∣∣2)2
.

IV Implementation issues
A Auto- and cross-correlations
The timing function (6) requires theoretical auto- and
cross-correlations, which are often realized using the
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sample correlation. When N is large, the sampled data
x̃(n) can be modeled approximately as complex Gaus-
sian using the central limit theorem. Therefore, the sam-
ple auto- and cross-correlations can be obtained by
averaging all of the symbols.

B Computation complexity
Since the proposed algorithm may terminate before
searching for all possible combinations of k and m, the
worst-case complexity (for all k and m) is evaluated.
The sampled correlation realizations of (4) and (5) both
require N +NG complex multiplications. The timing

function (6) requires additional 3(N + NG) real multipli-
cations. A real multiplication roughly costs 1/4 complex
multiplication. In summary, the total number of
required complex multiplications of the proposed sym-
bol synchronization is (N + NG)(3 + 3/4) = 3:75(N +
NG). The number of required complex additions of the
proposed symbol synchronization in (7) is 1.5NG(N +
NG)(NG + 1).
Since the complexity of an addition is substantially

less than that of a multiplication, the proposed method
has a worst-case complexity of approximately 3.75/3 =
1:25 times that of the representative and simplest algo-
rithm [5]. In other cases, complexity of the proposed
method may be lower since its complexity depends on
the channel length. Moreover, according to our results,
the proposed method outperforms conventional meth-
ods, as presented in the next section.

V Simulation results
Monte Carlo simulations are conducted to evaluate the
performance of the estimators. An OFDM system with
N = 128 and NG = 16 is considered. The simulated
modulation scheme is QPSK. The signal bandwidth is
2.5 MHz, and the radio frequency is 2.4 GHz. The sub-
carrier spacing is 19.5 kHz. The OFDM symbol duration
is 57.6 μs. The simulations are evaluated under the
effect of the CFO = 33.3% subcarrier spacing, i.e., 6.5
kHz. To verify the performance of the proposed techni-
que, channel length is assumed to be uniformly distribu-
ted within the range of [1,..., NG - 1]. In each simulation
run, the channel taps are randomly generated by using
independent zero-mean unit-variance complex Gaussian

variables with
∑

l

∣∣h(l)∣∣2 = 1. Namely, the power of

channel taps is normalized to one. In each run, 20
OFDM symbols are tested. Metrics of the proposed and

Table 1 2-D search algorithm

ϒmax(m) = maxValue; % the smallest negative value

for m = 0 to NG - 1

Θmax(k) = - maxValue; % the smallest negative value

for k = 0 to N + NG - 1 % find the max. value for all k at a given m

if Λ(k, m) >Θmax(k) then

Θmax(k) = Λ(k, m);

else

break; % break for

end if

end for

if Θmax(k) >ϒmax(m) then

ϒmax(m) = Θmax(k);

θ̂ = k;

L̂ = m;

else

break; % break for

end if

end for

θ̂o = θ̂ +
NG

2
+

⌈
L̂
2

⌉
;

2 2

2 4

0

G w G w

G w

N L N L

N L

max ( )m

0 m
NG-1L

4 0w

L-1

2 22 2 2 2

244 4

44
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0
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0
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Figure 2 Timing function ϒmax(m) as a function of m.
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compared estimators are averaged over simulated
symbols.

A MSE of symbol synchronization in multipath channels
Performance of the symbol synchronization is evaluated
by the estimators’ normalized mean-squared error
(MSE) by N2, i.e., the MSE is defined asa

MSE ≡

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

E

⎧⎨
⎩

[
θ̂o − (θ + L)

N

]2
⎫⎬
⎭ , θ̂o < θ + L

E

⎧⎨
⎩

[
θ̂o − (θ +NG − 1)

N

]2
⎫⎬
⎭ , θ̂o > θ +NG − 1

0, θ + L ≤ θ̂o ≤ θ +NG − 1

. (19)

Notably, the expectation of estimate in (19) is replaced
by its average over all simulation results. The proposed
estimator is compared with the ML estimator [5],
MMSE estimator [12], and Blind estimator [14]. MSE of
the estimate is plotted as a function of the SNR. The
SNR is defined as

SNR ≡
σ 2
x

∑
l

∣∣h(l)∣∣2
σ 2
w

=
σ 2
x

σ 2
w
. (20)

The noise variance used in this work and in [5] can be
estimated by [20] which is beyond the scope of this
paper. In the simulations, σ 2

w is assumed to be perfectly
known.
Figure 3 plots the MSE of the estimated symbol tim-

ing as a function of SNR in various multipath fading
channels. The performance is averaged over 10,000
channel realizations. As shown, the proposed estimator
achieves a lower MSE than the compared estimators,
especially at high SNRs. This finding demonstrates that
in addition to its robustness against variation in multi-
path fading channels, the proposed algorithm can signif-
icantly reduce MSE more than the estimators [5,12,14].
Although not shown here for brevity, among all of the
compared estimators, the method in [5] performs the
best in the AWGN channel.
Next, the channel model of the ITU-R vehicular B

channel [21] is considered to investigate how the pro-
posed method performs in a standard multipath fading
channel. The adopted channel has the following 6 taps,

Channel 2 (L = 5) with channel tap powers (in dB):

[−2.5 (0ns) 0 (300ns) − 12.8 (8900ns) − 10 (12900ns)

− 25.2 (17100ns) − 16 (20000ns)].
(21)

Figure 4 plots the MSE of the estimated symbol tim-
ing as a function of SNR in the ITU-R vehicular B chan-
nel. Also plotted in this figure are the MSEs of the
estimators in multipath fading channels for comparison.
Since the estimator [14] generally has a better perfor-
mance than the estimators [5,12,14] in multipath

channels, for clarity, only the performance of the esti-
mator [14] is shown. The MSE of the proposed estima-
tor in the selected channel is worse than that in the
randomly generated multipath fading channels when
SNR is low; however, when SNR is high, the relation
reverses. This is unsurprising since the performance of
the synchronization typically depends on the channel
condition. Furthermore, the MSE of the proposed esti-
mator declines with an increasing SNR, while that of the
compared estimator improves only slightly.

B MSE of symbol synchronization under the effect of CP
length
Since the proposed estimator is based on the CP, Figure
5 plots the MSE of the estimated symbol timing, under
NG = 16 and NG = 32, as a function of SNR in multi-
path fading channels. For clarity, only the performance
of the compared estimator [14] is shown. The MSE of
the proposed estimator declines more rapidly than the
compared estimator does with an increasing NG

, espe-
cially at high SNRs. Restated, the proposed estimator
can perform as well as the other estimators, but with
fewer received blocks. Importantly, the performance of
the proposed estimator improves rapidly with an
increasing NG, further confirming the consistency of the
proposed estimator.

C Bit error rate
Figure 6 plots the bit error rate (BER) of the proposed
estimator and the ML estimator [5], as a function of
SNR in multipath fading channels. To focus on synchro-
nization, the channel frequency response used for chan-
nel equalization is assumed to be perfectly known at the
receiver. This figure also shows the BER for the case of
perfect synchronization, indicating that, in comparison
with perfect synchronization, BER performance loss is
observed with symbol timing error, even under perfect
channel estimation. This figure further reveals that the
proposed estimator performs better than the compared
estimator [5] in terms of BER. At a high SNR (≥25 dB),
the BER performance achieved by the proposed estima-
tor approaches that with perfect synchronization. This is
owing to that, at a high SNR, after compensation for the
synchronization error by the proposed estimator, the
effect of residual error is almost negligible.

VI Conclusion
This work has presented a novel channel length assisted
synchronization scheme based on the properties of
OFDM signals. Only simple operations, such as the mul-
tiplication and addition operations, are necessary. Simu-
lation results demonstrate that the maximum value
obtained by the proposed timing function is correct
when the SNR is high. Otherwise, the correct timing
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estimate is ensured when the signal power induced by
the channel tap exceeds the noise power. This finding
suggests that the channel tap can be identified when its
induced signal power exceeds the AWGN power. This
work also identifies the symbol timing in the middle of
the ISI-free region by estimating the channel length
through use of the proposed timing function. Simulation
results verify that the proposed estimation markedly
reduces the MSE of the symbol timing estimate in mul-
tipath fading channels.

Appendix I
The appendix presents detailed derivation of the correla-
tion characteristics (3). With (1) and (2), since x(n),
x’(n); x″(n); h(l), and w(n) are uncorrelated,

E[x̃(n)x̃∗(n +N)] = e−j2πε

L∑
l1=0

L∑
l2=0

E
[
h(l1)h∗(l2)

]
E

[
x(n − l1 − θ)x∗(n +N − l2 − θ)

]

= e−j2πε

L∑
l=0

∣∣h(l)∣∣2E [
x(n − l − θ)x∗(n +N − l − θ)

]
.

(22)

Note that the correlations of transmitted separated-by-
N data are nonzero only in the CP. That is, for

0 ≤ n − l − θ ≤ NG − 1. (23)

Or, equivalently, (23) can be written as

n − θ − NG + 1 ≤ l ≤ n − θ . (24)

Since 0 ≤ l ≤ L, the correlation characteristics are non-
zero for

l ∈ {0, 1, ..., L} ∩ {n − θ − NG + 1, n − θ − NG + 2, ..., n − θ}. (25)

With θ ≤ n ≤ θ + N + NG - 1, the correlation charac-
teristics can be easily shown to be (3).

Appendix II
Given the characteristics of j(n) and j’(n), Λ(k, m) can
be written in a general form as

�(k,m) =

(
NG−1∑
n=m

φ(n + k)

)(
NG−1∑
n=m

φ′(n + k)

)

=
[
A(k,m) + B(k,m)

] [
A(k,m) − B(k,m)

]
= A2(k,m) − B2(k,m)

(26)

where A(k, m) ≥ 0 and B(k, m) ≥ 0, and their values
depend on k and m. For example, according to Figure 7,
for the first case when the summation is within the
range of I1, A(k, m) = 0 and B(k, m) >0; and hence, Λ(k,
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Figure 3 The MSE of the estimated symbol timing as a function of SNR in multipath fading channels.
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m) <0. For the second case in Figure 7, i.e., the summa-
tion encompasses the entire range of I2,
A(k,m) = (NG − L)σ 2

w and B(k, m) = 0; therefore,

�(k,m) = (NG − L)2σ 4
w, which is the maximum value.

For the third case in Figure 7, A(k,m) < (NG − L)σ 2
w

and B(k, m) ≠ 0, therefore, the value of Λ(k, m) is smal-
ler than that of case two. Generally, for all other cases
except (k, m) = (θ, L), A(k,m) < (NG − L)σ 2

w and B(k,
m) ≥ 0. Therefore, we conclude that Λ(k, m) has its
maximum value when (k, m) = (θ, L).

Endnote
aSince the SINR has a plateau in the ISI-free region that
produces no penalty, the MSE is counted as zero when
the estimate is located in the ISI-free region. Restated,
MSE represents the distance from the estimated symbol
timing to the ISI-free region.
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