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Abstract

Consider the case where a source wishes to reliably deliver a number of data packets to the destination with the help of
a demodulate-and-forward relay. We discuss two retransmission schemes, each of which can ensure that the packets
from the source will be delivered to the destination without error. We first discuss a scheme that combines signals from
the source and the relay at the destination using a weighed combiner. The use of network coding which facilitates the
retransmission process is then proposed. The generation of network-coded retransmission packets takes the qualities
of previously erroneously received packets at the destination into account, and we show that such network coding
scheme can make the retransmission process more efficient even if there is only one destination, unlike the existing
approaches where the gain of network coding must come from coding opportunities across multiple destinations.
Simulation results show that while the first retransmission scheme performs well in the low signal-to-noise ratio (SNR)
region, the second scheme has good performance in both low and high SNR regions, thanks to the use of network
coding. Moreover, the second scheme induces smaller packet decoding delay than the first scheme.

1 Introduction
1.1 Motivation and contribution
Relay has found itself becoming part of the long term
evolution-advanced (LTE-A) due to its ability to extend
coverage area and increase users’ throughput [1]. Forming
a virtual antenna array with the source, works have been
done (e.g., [2-4]) so that maximum possible diversity gain
can be obtained when the relay works in different modes,
namely decode-and-forward (DF), amplify-and-forward,
and demodulate-and-forward (DmF). It has been demon-
strated that with the help of relays, lower outage error
probability can be achieved.
Whenmultiple packets are to be routed to multiple des-

tinations, network coding [5] has been proven to be an
efficient solution in many network models. Works have
been done to study the advantages of network coding in
broadcast channels, including linear network coding [6-9]
and non-linear network coding [10]. In DF relay chan-
nels, outage analysis was performed in DF relay channels
with two destinations in [11], where the use of network
coding achieves full diversity with less bandwidth and
energy. Retransmission schemes are then designed in [12]
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for the same type of network, and network coding oppor-
tunities of different lost packets are exploited among
destinations, which greatly improves the throughput of
the proposed schemes. A network-coded retransmission
scheme of multiple sources multiple destinations with the
help of a single relay is designed in [13], where the relay
performs binary linear network coding on packets from
different sources to increase throughput. The use of net-
work coding in DmF multi-user multi-relay channels is
also proposed in [14], where a relay is selected to for-
ward network-coded packets by the realized channel gains
of the source-to-relay links and relay-to-destination links,
and a diversity of two is observed for each source.
In this paper, we discuss the retransmissions of mul-

tiple packets in wireless DmF relay channels shown in
Figure 1, where the relay is limited to perform demod-
ulation and re-modulation to mitigate the large decod-
ing delay in DF relays. We first design a retransmission
scheme based on weighted combining. In this partic-
ular scheme, the destination will use a weighted com-
biner in [3] to combine signals from the source and
relay after applying different weights on them. We then
demonstrate how a network-coded packet generated by a
DmF relay can help the destination to decode the erro-
neous packets previously received from the source and
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Figure 1 Systemmodel.

propose a retransmission scheme using both network
coding and weighted combiner. We seek for possibilities
for the relay to perform network coding based on the
signal-to-noise ratios (SNRs) of packets in error at the
destination. Rules of forming network-coded packets are
very easy to implement. Unlike [6-8] and [12], where the
gain of network coding must have come from employ-
ing multiple destinations, our approach can make use
of network coding to achieve better performance even
if there is only one intended destination. The attractive
feature of the proposed network-coded retransmission
scheme has a high potential to be extended to sys-
tems with multiple destinations, which will be a topic
for future investigations. Simulation results show that
for different relay positions, the second retransmission
scheme using network coding requires less retransmis-
sions and has smaller packet decoding delay than the first
scheme.
The rest of the paper is organized as follows. In

Section 2, the system model will be set up and the
weighted combiner will be briefly summarized. In
Section 3, retransmission schemes based on the
weighted combiner and network coding will be dis-
cussed. After that, algorithms for finding network-coded
packets will be proposed in Section 4. Simulation
results will be given in Section 5. Finally, con-
clusion and future works will be the content of
Section 6.

1.2 Notations
Throughout the paper, we use boldface to represent a col-
umn vector (e.g. A for vector A) and math calligraphy
to represent a set (e.g., B for set B). ‖ · ‖ denotes the
Euclidean norm. (·)∗ means the conjugate, (·)T means the
transpose, and (·)H means conjugate transpose. �x� takes

the floor of a real number x. ⊕ denotes the bit-wise exclu-
sive OR operation. Q(·) is the Q-function, and Q(x) :=
1√
2π

∫ ∞
x exp(−t2/2)dt.

2 Systemmodel
Consider the relay channel displayed in Figure 1, where
the source wishes to transmit its data to the destination via
the help of relay. Transmissions are equally slotted in time,
and the communication link between any two nodes in
the network is modeled as block Rayleigh fading channel,
where the real and imaginary parts of the channel coeffi-
cients are i.i.d. zero mean Gaussian random variables with
variance 0.5 and remain unchanged in a time slot. The
received signals at the relay and destination are also cor-
rupted by additive white Gaussian noise with zero mean
and σ 2 variance. The relay and the destination have full
knowledge of the channel state information of the source-
to-relay channel and the source-to-destination channel,
respectively, so that coherent detection can be performed.
Assume the transmission power of the source and the
relay is the same and is normalized to 1. With the realized
complex channel coefficient to be h for a communication
link, the SNR of a transmitted packet at receiver side is
given by |h|2

σ 2 . We will use hSD, hSR, and hRD to indicate
the channel coefficient of the source-to-destination link,
the source-to-relay link, and the relay-to-destination link,
respectively. The relay is placed somewhere between the
source and the destination, and the effect of path loss is
taken into consideration.
The source has K source packets of equal number of

bits to be transmitted reliably to the destination. All trans-
missions, either from the source or from the relay, are
assigned to different time slots of the same duration. We
assume that a fixed-rate ideal channel coding scheme and
binary phase-shift keying (BPSK) modulation is applied
before sending a packet, where the channel coding scheme
is ideal in the sense that decoding error is arbitrarily close
to zero if the code rate is less than or equal to the chan-
nel capacity. Given a realized SNR � at the receiver, the
rate log(1 + �) bits/s/Hz can be achieved [15]. For a
given modulation scheme, the bit error rate (BER) after
demodulation is directly related to �. Therefore, to cor-
rectly receive a packet, the BER after demodulation must
be smaller or equal to a threshold value εth, so that the
destination can correctly decode the packet.
The transmission of the K packets can be divided into

two phases. In the initial phase, the K source pack-
ets are broadcasted to both the relay and the destina-
tion. Retransmission phase will start if not all of the
K packets are received correctly by the destination. We
assume that the control signals, i.e., acknowledgements
(ACKs) and negative acknowledgements (NACKs), indi-
cating reception success and failure of the corresponding
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packets, respectively, can be reliably received by intended
receivers.
When there is no relay, the source can start the retrans-

mission using chase combining-automatic repeat-request
(CC-ARQ) scheme [16], where erroneous packets are
repeatedly transmitted by applying the same channel cod-
ing and modulation scheme. For a packet Pi that is in
error after the initial phase, all available observations at
destination are processed by maximal ratio combining
(MRC) [17] so that the SNR values of the observations can
be added. Once the sum of the SNR values exceeds the
threshold value T, where

T = Q−1(εth)
2, (1)

the retransmission of Pi will be halted as Pi is now reliably
received.
If a relay is present, the relay can overhear the trans-

missions in the initial phase and it may be helpful in the
retransmission phase. Limited by its functionality, how-
ever, the relay is not able to decode the original data
packets from the source; hence, errors will be propagated
to the destination if time slots are allocated to the relay
in the retransmission phase. Nevertheless, if Pi is received
at the relay with high SNR, then after demodulation and
re-modulation, the BER of the re-modulated signal will be
small. In that case, the relay is still able to provide useful
information on the source packets and help achieve higher
retransmission efficiency. A DmF relaying scheme is pro-
posed in [3], where the destination applies a weighted
combiner to the incoming signals from the source and
the relay, such that a diversity of 2 is achieved. We now
describe the relay scheme in [3] for future references.
Consider a symbol vectorX transmitted from the source

in the first time slot. Denote the received signals at the
relay and the destination as YSR and YSD, respectively.
The relay performs coherent maximal-likelihood demod-
ulation on YSR. Denote the re-modulated signal vector at
the relay as X̂R. For BPSK, the ith symbol of X̂R satisfies
the following relation:

X̂R(i) =
{
1, YSR(i) ≥ 0,
−1, YSR(i) < 0. (2)

In the second time slot, the relay transmits X̂R, and the
destination receives YRD from the relay. Let �SD, �SR, and
�RD be the SNRs of YSD, YSR, and YRD, respectively. The
combined symbol vector YD can be written as [3]:

YD = wSDYSD + wRDYRD, (3)

where

wSD = h∗
SD, (4)

and

wRD = Q−1[ εeq(�SR,�RD)]2

�RD
h∗
RD (5)

are the weights applied to YSD and YRD, respectively. In
(5), εeq(�SR,�RD) is the equivalent BER of a signal at the
destination after going through the source-to-relay link,
being demodulated and re-modulated at the relay, and
going through the relay-to-destination link. The expres-
sion of εeq is given as

εeq(�SR,�RD) =[ 1 − Q(
√

�SR)]Q(
√

�RD)

+[ 1 − Q(
√

�RD)]Q(
√

�SR). (6)

The BER of YD is given as

εD =[ 1 − Q(
√

�SR)]
∫ ∞

0

1√
2πσ 2

D

× exp{− [ x + (wSDhSD + wRDhRD)]2

2σ 2
D

}dx

+ Q(
√

�SR)

∫ ∞

0

1√
2πσ 2

D

× exp{− [ x + (wSDhSD − wRDhRD)]2

2σ 2
D

}dx, (7)

where σ 2
D = (|wSD|2 + |wRD|2)σ 2.

It was shown in [3] that the above scheme can achieve
the highest possible diversity. In the next section, we
will design retransmission schemes based on the above
weighted combiner.

3 Proposed retransmission schemes
In this section, we will discuss two retransmission
schemes. One is based on the weighted combiner intro-
duced in Section 2, and the other one uses both weighted
combiner and network coding.

3.1 Cooperative retransmission
From (7), we can say that when εD ≤ εth, X can be
correctly decoded. To maximize the efficiency of retrans-
missions when a relay is available, it is crucial to deter-
mine when the relay should retransmit. Also, in order
to make sure that a retransmission scheme can always
work, the source should delegate the retransmissions to
relay only if the relay possesses good enough observa-
tions of the source packets. To achieve this robustness,
the SNR of a packet received by the relay should exceed
T, so that a packet can still be delivered to the destina-
tion via the relay in a finite number of retransmissions
without knowing the SNR of the packet at the destina-
tion. Let the SNR threshold value at relay be TR, where
packets received by the relay are considered good enough
to be forwarded if their SNRs are larger than or equal to
TR. It is clear that TR should be set larger than T. After
the initial phase, the following threshold-based coopera-
tive retransmission (TCR) scheme will be initiated if there
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are packets at the destination that are not decoded cor-
rectly. Let �1,SD,�2,SD, ...,�K ,SD be the SNRs of packets 1,
2, ..., K at the destination after the initial phase, respec-
tively. Let �1,SR,�2,SR, ...,�K ,SR be the SNRs of packets 1,
2, ...,K at the relay after the initial phase, respectively. The
TCR scheme can be described as follows:

(1) For the i th packet, i ∈[ 1,K ]: If �i,SD ≥ T , increment
i by 1. If �i,SD < T , check the following conditions:

(a) �i,SR < TR,
(b) �i,SR ≥ TR.

(2) If condition (a) is satisfied: The source retransmits
Xi. The relay and the destination combine all
different copies of Xi they received from the source
using MRC, so that �i,SR and �i,SD are improved. The
source stops retransmission until either �i,SR ≥ TR
or �i,SD ≥ T . Go back to step 1.

3. If condition (b) is satisfied: The destination finds the
required SNR of the receiving signal on the
relay-to-destination link, namely �i, such that
εD = εth. The calculation of �i can be done by
applying bisection method to (7), after setting
εD = εth, �SR = �th,R, wSDhSD = σ 2�i,SD,

wRDhRD = Q−1[εeq(�i,SR ,�i)]
2

σ 2 . The relay keeps
retransmitting X̂i,R until the destination has
combined enough observations of X̂i,R by MRC such
that the SNR of the combined copies of X̂i,R, denoted
as �X̂i

, is larger than or equal to �i. Go back to step 1.

To implement the TCR scheme, a counting-down
method similar to [18] can be adopted. The destination
will send ACKs and NACKs sequentially after the source
broadcasts all its packets. If the destination sends an ACK
for packet i, it will continue sending the control signal
(either ACK or NACK) for packet i + 1. If the destina-
tion sends a NACK for packet i, it will stop and wait
for retransmissions of packet i until it can issue an ACK
for it. The source and relay can setup their own timers,
and the timers are started upon receiving a NACK sig-
nal from the destination. The initial value of the timer at
the relay can be set according to �i,SR. There will be two
situations:

(1) If �i,SR < TR, the source’s timer will expire first. The
source then starts retransmitting the i th packet until
either an ACK signal is received from the destination
when �i ≥ T or an ACK signal is received from the
relay when �i,SR ≥ TR. In the former case, the
retransmission of the i th packet is done. In the latter
case, the relay will send an ACK to the source, and
the retransmission of the i th packet will be
performed by the relay. The retransmission of the i th
packet finishes until the destination issues an ACK.

(2) If �i,SR ≥ TR, the relay’s timer will expire first. The
relay sends an ACK to the source so that the source
will not perform retransmission and then retransmits
the i th packet until it receives an ACK from the
destination.

Good values of TR under different channel settings will
be obtained via simulations.

3.2 Network-coded cooperative retransmission
In this subsection, we first discuss how network-coded
retransmission can be realized with the assumption
that the relay has the correct versions of the pack-
ets that the source wishes to deliver to the destination.
We will then extend the idea to DmF relays, where
the relay may not have exact copies of the source’s
packets.

3.2.1 Network-coded retransmission
Assume that the source wishes to deliver P1 and P2 to the
destination, and the relay has the two packets. After the
initial phase, the destination cannot correctly decode the
two packets. The two packets’ SNRs at the destinations are
�1,SD and �2,SD, respectively, where �1,SD + �2,SD ≥ T .
Denote the received signals of P1 and P2 at destination
after the initial phase as Y1,SD and Y2,SD, respectively. We
have

Y2,SD = h2,SDX2 + z

⇒ hH2,SD
hH2,SDh2,SD

Y2,SD = X2 + hH2,SD
hH2,SDh2,SD

z, (8)

where h2,SD is the channel coefficient of the source-to-
destination link when P2 is sent by the source. We further
assume that P1 ⊕ P2 is transmitted by the relay and is
correctly received by the destination. For ease of further
development, we give the following definition of element-
by-element multiplication between two vectors of equal
length.

Definition 1. Let � denote the element-by-element
multiplication between two equal length vectors A and B,
where A � B = C, A =[ a1, a2, ..., aL], B =[ b1, b2, ..., bL],
C =[ c1, c2, ..., cL], such that ci = aibi, i ∈[ 1, L].

After correctly receiving P1 ⊕ P2, the destination can
perform the following: First, it encodes P1 ⊕ P2 into
X1⊕2 using the same channel coding and modulation
schemes as the source’s, and then performs element-by-

element multiplication between X1⊕2 and hH2,SD
hH2,SDh2,SD

Y2,SD.
Since BPSK modulation is applied and X1⊕2 is equal to
X1 � X2, we have
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X1⊕2 �
hH2,SD

hH2,SDh2,SD
Y2,SD

= X1 � X2 � X2 + X1 � X2 �
hH2,SD

hH2,SDh2,SD
z

= X1 + X1 � X2 �
hH2,SD

hH2,SDh2,SD
z. (9)

We can see from (9) that by such a process, we come
up with another noisy observation of P1. The SNR of
this observation is equal to �2,SD, since the magnitude of
each component of X1 � X2 is equal to one, and the noise
term’s power is unchanged. Next, the destination com-

bines X1⊕2 �
hH2,SD

hH2,SDh2,SD
Y2,SD and Y1,SD together using the

MRC principle, and a noisy observation of P1 with SNR
�1,SD + �2,SD is formed. By the previous channel cod-
ing assumption, P1 is now correctly received as �1,SD +
�2,SD ≥ T . With P1 and P1 ⊕P2, P2 can be derived by the
exclusive OR operation. From this example, it is illustrated
that instead of simply repeating the two packets that the
destination needs, the relay has an alternative: to transmit
the network coded packet, under the condition that the
sum SNRs of the two packets at destination is larger than
T. The number of retransmitted packets is then reduced
from two to one. The idea can also be extended to situa-
tions when higher modulation schemes are used, which is
discussed in Appendix 1.
In general, if �1,SD + �2,SD + · · · + �m,SD ≥ T , the

relay can send P1 ⊕ P2, P1 ⊕ P3, ..., P1 ⊕ Pm to the des-
tination. The destination will have m − 1 more copies
of P1 with SNRs �2,SD,�3,SD, ...,�m,SD once it receives all
the network-coded packets correctly. Combining all them
copies of P1 (the underlying assumption is that the relay
getsP1 correctly in the initial transmission) withMRCwill
lead to successful decoding of P1, and then P2,P3, ...,Pm
can be derived.We term such a combination ofm packets’
SNRs as a valid m-wise combination.

3.2.2 Network-coded retransmission in DmF relay networks
In a DmF relay, as decoding is not performed, the re-
modulated signal may contain errors. Nevertheless, it is
still possible for a DmF relay to forward network-coded
packets, and it is also possible for the destination to
decode the network-coded packets from the relay cor-
rectly, which is demonstrated in the following:
Consider the transmission of two packets P1 and P2.

After the initial phase, the destination has P1’s SNR �1,SD
and P2’s SNR �2,SD, where �1,SD < T , �2,SD < T , and
�1,SD + �2,SD ≥ T . The relay has observations of P1 and
P2 with SNRs �1,SR and �2,SR, respectively. After demodu-
lation and re-modulation, the relay has X̂1,R and X̂2,R, and
then the network-coded symbol vector X̂1,R � X̂2,R can be

formed. Note that X̂1,R � X̂2,R is essentially a noisy obser-
vation of P1 ⊕P2, with BER Pmathrmbeq(�1,SR,�2,SR) (see
(6)). Let

�eq(�1,SR,�2,SR)

= {Q−1[ εeq(�1,SR,�2,SR)] }2
= {Q−1{[ 1 − Q(

√
�1,SR)]Q(

√
�2,SR)+[ 1

− Q(
√

�2,SR)]Q(
√

�1,SR)}}2. (10)

The above equation indicates that now the relay has a
noisy observation of P1 ⊕ P2 with SNR �eq(�1,SR,�2,SR).
The relay retransmits X̂1,R � X̂2,R, and the destination gets
a noisy observation of it with SNR �RD. At this point,
we can also say that the destination has a noisy observa-
tion of P1 ⊕ P2 with SNR �eq(�eq(�1,SR,�2,SR),�RD). If
�eq(�eq(�1,SR,�2,SR),�RD) ≥ T , then we can say that
P1 ⊕ P2 is correctly received by the destination.
In order to ensure that the network-coded packet X̂1,R �

X̂2,R can be decoded correctly by the destination, the BER
of X̂1,R � X̂2,R at the relay must be smaller than or equal
to εth; otherwise, the BER of the packet received by the
destination will never be smaller than or equal to εth,
even if the relay-to-destination is noise-free. Therefore,
�eq(�1,SR,�2,SR) in (10) must be no smaller than T. This
imposes the following constraint on �1,SR and �2,SR:

�1,SR > T ,
�2,SR > T , (11)

due to the reason that for finite �1,SR and �2,SR,

�eq(�1,SR,�2,SR) < min(�1,SR,�2,SR). (12)

To see why (12) is the case, with some abuse of nota-
tions, one realizes that if �2,SR = +∞, then

�eq(�1,SR,+∞) = {Q−1[ Pbeq(�1,SR,+∞)] }2
= {Q−1{[ 1 − Q(

√
�1,SR)]Q(

√+∞)

+[ 1 − Q(
√+∞)]Q(

√
�1,SR)}}2

= {Q−1[Q(
√

�1,SR)] }2
= �1,SR. (13)

Also, if we fix �1,SR to be c and further reduce (10), we
have

�eq(c,�2,SR) = {Q−1{[ 1 − Q(
√
c)]Q(

√
�2,SR)+[ 1

− Q(
√

�2,SR)]Q(
√
c)}}2

= {Q−1{[ 1 − 2Q(
√
c)]Q(

√
�2,SR)

+ Q(
√
c)}}2. (14)

Since Q(
√
c) < 0.5, [ 1− −2Q(

√
c)]Q(

√
�2,SR) +Q(

√
c)

will be a monotonic decreasing function of �2,SR. Further-
more, because Q−1(x) is a monotonic decreasing function
of x, where 0 ≤ x ≤ 0.5, �eq(c,�2,SR) will be a monotonic
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increasing function of �2,SR. We can then infer (12) from
(13) and the monotonicity of (14).
Inspired by (10), to ensure that the relay can provide any

necessary network-coded packet that can be ultimately
received by the destination correctly, it is desirable to set a
threshold value at the relay, namely TR,NC, and make sure
that each requested packet by the destination has SNR
larger or equal to TR,NC at the relay. The value of TR,NC
must be larger than T by (11). After setting TR,NC, the
required realized SNR of a network-coded packet at the
destination, namely �NC, can be found by

�eq(�NC,TR,NC) = T

⇒ {Q−1{[ 1 − Q(
√

�NC)]Q(
√
TR,NC)+[ 1

− Q(
√
TR,NC)]Q(

√
�NC)}}2 = T

⇒ �NC = {Q−1[

Q(
√
T) − Q(

√
TR,NC)

1 − 2Q(
√
TR,NC)

] }2.
(15)

In the situations where �1,SD + �2,SD < T , send-
ing X̂1,R � X̂2,R will not be able to help the destination
decode P1 or P2 correctly. However, as Q(

√
�1,SR) ≤

Q(
√
TR,NC) < εth, the relay has a good enough observa-

tion of P1 and thus able to help the destination correctly
receiving P1 by retransmitting the demodulated and re-
modulated version of P1 (i.e., X̂1,R). In general, the relay
can help the destination correctly receiving Pi by retrans-
mitting X̂i,R, if �i,SR ≥ TR,NC. The required SNR of
received X̂i,R at the destination, namely �i, can be cal-
culated by applying bisection method to (7) as in the
TCR scheme. Good TR,NC values under different channel
settings will be obtained via simulations.
In general, if �1,SD+�2,SD+· · ·+�m,SD ≥ T and �i,SR ≥

TR,NC, i ∈[ 1,m], the relay can retransmit X̂1,R�X̂2,R, X̂1,R�

X̂2,R, ..., X̂1,R � X̂m,R, each of whichmust be received by the
destination with SNR larger than or equal to �NC.
We now propose the threshold-based network-coded

cooperative retransmission (TNCCR) scheme, which
will be initiated if there are packets that are not
correctly received by the destination after the initial
phase:

(1) For Pi, i ∈[ 1,K ] such that �i,SD < T , if
�i,SR < TR,NC, then the source retransmits Pi until
�i,SD ≥ T or �i,SR ≥ TR,NC. Let (�a1 ,�a2 , ...,�ak) be
the k -tuple consisting of all the SNRs at the
destination that are less than T, where k ≤ K .

(2) Find valid combinations in (�a1 ,�a2 , ...,�ak). Let
VCm be the number of m-wise valid combinations
found, wherem ∈[ 2,ω] (i.e., there exists a ω-wise
valid combination that is formed by the sum of most
SNRs among all valid combinations). Starting from

the smallest m, where VCm > 0, the relay
retransmits the network-coded packets
corresponding to one of the m-wise valid
combinations. Each of the network-coded packets is
repeatedly retransmitted until its SNR exceeds �NC.

(3) For Pi, i ∈[ 1,K ] that are neither involved in any valid
combinations nor received reliably at the destination,
the relay retransmits P̂i until the SNR of P̂i exceeds
�i.

The implementation of TNCCR can be done as follows:

(1) For Pi that is not correctly received at the destination,
do the following: the destination broadcasts a NACK
for the packet. Upon receiving the NACK of Pi, the
relay checks whether �i,SR < TR,NC. If it is the case,
then the relay sends a NACK, and the source will start
retransmitting Pi. The source stops sending Pi if it
receives an ACK from the relay (when �i,SR ≥ TR,NC)
or an ACK from the destination (when �i,SD ≥ T).

(2) If there are still packets not correctly decoded at the
destination, the destination will look for valid
combinations. For the i th valid combination, the
destination sends a signal requesting the
corresponding network-coded packet(s) with specific
indices to the relay. The relay will retransmit the
corresponding network-coded packet until the SNR
of that packet exceeds �NC.

(3) After receiving all the required network-coded
packets correctly, the destination requests the relay
for each of the packets that is neither involved in a
valid combination nor received correctly.

3.2.3 Delay consideration
Wenow consider the average packet decoding delay [19] of
different retransmission schemes, which is an important
measure for applications where the sequence of decod-
ing packets does not matter (i.e., multiple-description
coding). We first give the definition of packet decoding
delay:

Definition 2. The packet decoding delay of a source
packet is the number of retransmissions before it is cor-
rectly decoded at the receiver.

The following example demonstrates how packet
decoding delay is computed.

Example 1. Consider a relay network using TNCCR as
its retransmission scheme, where K = 6, �1 = �2 = 0.5,
�3 = �4 = �5 = 1/3, �6 = 0, and T = 1. Assume
�i,SR ≥ TR,NC, ∀i ∈[ 1, 6] and the retransmissions are
error-free. The relay will retransmit the following packets
in sequence: P1 ⊕ P2, P3 ⊕ P4, P3 ⊕ P5, and P6. After the
first retransmission, P1 and P2 can be decoded; therefore,
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the packet decoding delay for P1 and P2 is 1. To decode
P3, P4, and P5, the destination has to wait for 3 retrans-
missions (i.e., the retransmission of P1 ⊕ P2, P3 ⊕ P4, and
P3 ⊕ P5), so the packet decoding delays for P3, P4, and P5
are all equal to 3. The packet decoding delay for P6 is 4.

In general, let the destination request retransmission
of P′

1, P
′
2, ..., P

′
n, where P′

i, i ∈ [ 1, n] can be a source
packet (i.e., Pr, r ∈ [ 1,K ]) or a network-coded packet (i.e.,
Pr ⊕ Pk , r, k ∈ [ 1,K ]). Upon reception of P′

i, i ∈ [ 1, n], li
source packets can be decoded. Let P′

i, i ∈ [ 1, n] requires
μi retransmissions before being correctly received by the
destination. Starting from i = 1, the destination will only
request P′

i+1 if P′
i is received correctly. The total packet

decoding delay is given as

l1μ1 + l2(μ1 + μ2) + · · · + ln
n∑

i=1
μi, (16)

and the average packet decoding delay is

l1μ1 + l2(μ1 + μ2) + · · · + ln
∑n

i=1 μi∑n
i=1 li

, (17)

where
∑n

i=1 li is the number of source packets that can be
decoded after receiving P′

1, P
′
2, ..., P′

n.

Example 2. Following Example 1, the average packet
decoding delay of retransmitting P1⊕P2, P3⊕P4, P3⊕P5,
and P6 through error-free channels can be calculated as

2 × 1 + 0 × 2 + 3 × 3 + 1 × 4
2 + 0 + 3 + 1

= 2.5,

suggesting that, on average, the receiver needs to wait for
2.5 retransmissions before decoding a packet.

Next, we show that under some specific conditions, the
scheduling of retransmitting network-coded packets in
TNCCR is optimum.

Proposition 1. Assume that for each i ∈ 1,K, where
�i < T, �i,SR ≥ TR,NC, and only pairwise and three-wise
valid combinations are considered. When the retransmis-
sions are error-free, the scheduling of retransmitting pack-
ets in step 2 of TNCCR leads to the minimum average
packet decoding delay.

Proof. See Appendix 2.

The general scheduling problem that minimizes the
average packet decoding delay is however involved and is
out of the scope of this paper. In the next section, we will
discuss algorithms for finding valid combinations at the
destination. The problem is in general hard and requires

high computational complexity. We will show the com-
plexity of the problem and then propose some efficient
algorithms.

4 Algorithms searching for valid combinations
After step 1 in TNCCR, we still have k packets yet to be
decoded at the destination. Without loss of generality, we
assume P1, P2, ..., Pk are still in error at the destination.
The problem of finding the maximum number of valid
combinations can be stated as follows:

givenW = {1, 2, ..., k},�i < T , i ∈[ 1, k]
max t,

subject to t ∈ Z+,
S1 ∪ S2 ∪ ... ∪ St ∪ B = W ,
Si ∩ Sr = ∅, 1 ≤ i < r ≤ t, (18)
Sk ∩ B = ∅, 1 ≤ k ≤ t,∑
i∈Sr

�i ≥ T , 1 ≤ r ≤ t,

where B is the set that contains indices of packets which
cannot find themselves involved in any valid combina-
tions. To illustrate an instance of the above problem,
suppose �1 = 1.5, �2 = 1.2, �3 = 0.8, �4 = 0.5, �5 = 0.2,
and T = 2. One solution can be S1 = {1, 4}, S2 = {2, 3},
and B = {5}, so that t = 2. This means that instead of
retransmitting P1, P2, ..., P5, we can retransmit P1 ⊕ P4,
P2 ⊕ P3, and P5, such that t = 2 transmissions are saved.
The problem in (18) is actually equivalent to the bin-

covering problem (or dual bin-packing problem) [20],
where the bin-covering problem is defined as packing
items of various sizes from a given set into bins so that
the maximum number of bins are used, subject to the
constraint that each bin must be filled to at least a given
threshold. The problem is NP-hard, which means there
is no polynomial-time algorithm available to solve it. The
upper bound on t in (18) is

Upperbound#Valid_Comb. =
⌊∑

i∈W �i

T

⌋
. (19)

It is easy to see that (19) gives the maximum number of
valid possible combinations and sometimes overestimates
it. For example, let �1 = �2 = 1.8, �3 = 0.4, �4 = 0.1,
and T = 2. In this case, only one valid combination can be
found inW = {1, 2, 3, 4}, while (19) gives the value 2.
Next, we develop polynomial-time algorithms for two

simpler versions of the problem.Wewill demonstrate later
that the number of valid combinations found in the sim-
pler problems is not significantly smaller than the upper
bound in (19).
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4.1 Pairwise combinations only
We reduce the complexity of (18) by adding one more
constraint, namely, we only concentrate on finding com-
binations of SNRs that involve two elements. The formal
statement of the simpler problem is the following:

givenW = {1, 2, ..., k},�i < T , i ∈[ 1, k] , v = 2,
max t,

subject to S1 ∪ S2 ∪ ... ∪ St ∪ B = W ,
Si ∩ Sr = ∅, 1 ≤ i < r ≤ t, (20)
Sk ∩ B = ∅, 1 ≤ k ≤ t,∑
i∈Sr

�i ≥ T , 1 ≤ r ≤ t,

1 < |Si| ≤ v, ∀i ∈[ 1, t] .
Before we develop algorithms for finding valid combi-

nations, we first present a lemma that can help design
efficient algorithms.

Lemma 1. There is an optimum solution for (20), where
argmaxi{�i|i ∈ W} is involved in a valid combination, if
there exists at least one valid combination.

Proof. Let l = argmaxi{�i|i ∈ W}. If there is an opti-
mum solution that does not use l in any valid combination,
then swapping l with any element involved in any valid
combination found will not affect the optimality of the
solution.

Inspired by Lemma 1, we may first find a valid pairwise
combination involving the largest element in W . If such
a valid combination is found, we can start looking at the
second largest element in W and try to find a valid com-
bination involving it. The details of the algorithm are the
following:

Algorithm 1 Find pairwise valid combinations
Input: W = {1, 2, ..., k},�1, �2, ..., �k , T.
Output: S1, S2, ..., St1 , B, where

S1
⋃S2

⋃
...

⋃St1
⋃B = W .

1: 	 = (�1, �2, ..., �k).
2: Sort 	 in descending order, then 	 = (�a1 , �a2 , ...,

�ak ).
3: i = 1, r = N , c = 0.
4: while i < r do
5: if �ai + �ar ≥ T then
6: c = c + 1, Sc = {ai, ar}
7: i = i + 1, r = r − 1
8: else
9: r = r − 1

10: end if
11: end while

At the end of Algorithm 1, we can represent W as
W = S1

⋃S2
⋃

...
⋃Sc

⋃B, where Si, i ∈[ 1, t1] is a
set that contains indices of packets involved in a pairwise
valid combination, and |Si| = 2, B is the set that con-
tains indices of packets not involved in any pairwise valid
combination.

Theorem 1. Algorithm 1 maximizes t in (20).

Proof. Assume that for a given W , there is at least one
valid combination. Also, assume that {�a1 ,�aq} is found as
a valid pairwise combination by Algorithm 1.
From Lemma 1, we know there is an optimum solu-

tion, where �a1 is involved in a valid combination. Let
{�a1 ,�ap} be a valid combination in the optimum solution.
If ap = aq, then Algorithm 1 has found the valid combina-
tion in the optimum solution. Otherwise, if ap �= aq, from
the mechanism of Algorithm 1, �aq will be the smallest
element, such that {�a1 ,�aq} can form a valid combina-
tion, so that �ap ≥ �aq . In this case, swapping �ap with
�aq will not affect the optimality of the solution.
The analysis above is carried over to other valid combi-

nations found by Algorithm 1 after {�a1 ,�aq}.
Since each valid combination chosen by Algorithm 1

does not affect the optimality of its final solution, we con-
clude that Algorithm 1 can find an optimum solution of
(20) when v = 2.

The complexity of Algorithm 1 is O(K logK), since the
sorting in the second step has complexity of O(K logK)

and other steps has complexity of O(K). It should
be noted that when the retransmission is error-free
and only pairwise valid combinations are considered,
TNCCR with Algorithm 1 will have the least num-
ber of retransmissions it can ever achieve. The design
of an optimum scheme when the retransmissions are
subject to fading in terms of number of retransmis-
sions is, however, involved and out of the scope of this
work.

4.2 Pairwise and three-wise valid combinations
Now, we focus on the case where v = 3 in (20), which
means we consider pairwise and three-wise combinations.
We first prove that the decision version of the problem is
NP-complete by reduction from a NP-complete problem
called three-partition [21], and then discuss a heuristic
algorithm for it.
The decision version of (20) can be stated as follows:
Instance: k numbers �1,�2, ...,�k and the corresponding

indices setW = {1, 2, ..., k}, where �i < T , i ∈[ 1, k].
Question: Can we find at least �N

v � disjoint subsets of
W such that the sum of the corresponding real numbers
of each subset is larger or equal to T, where each subset
consists at most v elements?
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For future reference, we call this problem v-cardinality-
constrained bin-covering (v-CCBC). The three-partition
problem is described for ease of reference [21]:
Instance: A finite setA of 3m elements, a bound B ∈ Z+,

and a ‘size’ s(a) ∈ Z+ for each a ∈ A, such that each s(a)
satisfies B

4 < s(a) < B
2 and such that

∑
a∈A s(a) = mB.

Question: Can A be partitioned into m disjoint sets
S1, S2, ..., Sm, such that for 1 � i � m,

∑
a∈Si s(a) = B?

Theorem 2. 3-CCBC is NP-complete.

Proof. We wish to solve the three-partition problem
instance using the algorithm solving 3-CCBC. Let W =
1, 2, ..., 3m, and �i be s(a), where 1 � i � 3m and a ∈
A. Also, let T = B. Then, solve the 3-CCBC problem.
If the answer is YES, then we find m subsets of W as
B
4 < �i < B

2 , which implies that we can find m subsets of
A of the three-partition problem satisfying the respective
constraints. Similarly, if the answer is NO, then we can-
not find m subsets of A that satisfy the constraints. The
reduction from three-partition to 3-CCBC is obviously in
polynomial time, so that 3-CCBC is NP-hard.
As an output of the algorithm of 3-CCBC can be verified

in polynomial time, 3-CCBC is in NP. Thus, 3-CCBC is
NP-complete.

The above theorem implies that achieving the mini-
mum number of retransmissions using TNCCR when the
retransmissions are error-free and if pairwise and three-
wise valid combinations are allowed would have exponen-
tial complexity, which is impractical to implement.
We now focus on solving 3-CCBC by a heuristic.

The idea of the algorithm is the following: First, apply
Algorithm1 to find pairwise combinations. Then, letU ′ be
a set that contains elements in W that are not involved in
any pairwise combinations, search for three-wise combi-
nations in U ′. The searching for three-wise combinations
similar to Algorithm 1 is as follows: We first search for
a valid combination involving the largest element in U ′.
Then, find two other elements �i and �r , such that the
sum SNR of these two elements is the smallest, while
the sum SNR of �i, �r , and the largest element is larger
than or equal to T. The same approach is carried out
until no more valid three-wise combinations can be found.
The details of the algorithm for v = 3 is presented
in Algorithm 2.
In step 7 of Algorithm 2, Algorithm 1 can be used to find

x1 and x2, such that �x1 + �x2 ≥ T − �b′
1
by changing

the while-loop condition to ‘no valid combination found
yet’ and T to T −�b′

1
. After running Algorithm 2, we have

S1, S2, ..., St1 , where each of them has indices of SNRs
that form a valid pairwise combination. S ′

1, S ′
2, ..., S ′

t2 ,
where each of them has indices of SNRs that form a
valid three-wise combination. B contains indices that the

Algorithm 2 Find pairwise and three-wise valid
combinations
Input: W = {1, 2, ..., k},�1, �2, ..., �k , T.
Output: S1, S2, ..., St1 , S ′

1, S ′
2, ..., S ′

t2 , B, where
S1

⋃S2
⋃

...
⋃St1

⋃S ′
1
⋃S ′

2
⋃

...
⋃S ′

t2
⋃B = W .

1: Run Algorithm 1 and get S1,S2, ...,St1 ⊂ W .
2: U ′ = W \ ⋃t1

i=1 Si = {b1, b2, ...bk−2t1}.
3: t2 = 0.
4: 
 = (�b1 ,�b2 , ...,�bk−2t1

) = (�b1 ,�b2 , ...,�bk−2t1−3t2
).

5: Sort 
 in descending order, then 
 =
(�b′

1
,�b′

2
, ...,�b′

k−2t1−3t2
).

6: If there are at least three elements in 
 , go to the next
step; otherwise, go to the last step.

7: Find two elements, namely �x1 and �x2 , in
(�b′

2
,�b′

3
, ...,�b′

k−2t1
), such that �x1 + �x2 ≥ T − �b′

1
.

If no such �x1 + �x2 can be found, go to the last step.
Otherwise, go to the next step.

8: t2 = t2 + 1, S ′
t2 = {b′

1, x1, x2}. Remove �b′
1
, �x1 , and

�x2 from 
 . Rename the remaining elements in 
 so
that 
 = (�b′

1
,�b′

2
, ...,�b′

k−2t1−3t2
). U ′ = U ′ \S ′

t2 . Go to
step 6.

9: B = U ′.

corresponding SNRs are not involved in any valid combi-
nations.
The complexity of the first step in Algorithm 2 is

O(K logK). The complexity of the other steps is O(K2),
since for each �b′

i
, it takes a number of steps linear to K to

complete step 7; step 7 can be executed for at most �K
3 �

times. So, in total, the complexity of Algorithm 2 isO(K2).
Figure 2 shows the number of valid combinations found

by Algorithms 1 and 2, where K = 16. The upper bound
on the number of valid combinations is also plotted. It
can be seen that by executing Algorithm 1 or Algorithm
2, which are of very low complexity, near-upper bound
performance can already be achieved.
Figure 3 displays the performance of TNCCR when

the source-to-relay link and relay-to-destination link are
noise-free. εth is set to be 10−3. Again, TNCCR with
Algorithm 2 attains most of the gains which resulted from
network coding.
In Figure 4, the upper bound on reduction of number of

retransmissions using TNCCR is plotted when εth is still
10−3, and the transmission power over noise power is 12
dB. The upper bound on reduction of number of retrans-
missions can be calculated as k−Upperbound#Valid_Comb.

k . It
can be seen that the gain of TNCCR increases with the
number of packets from the source.

5 Simulation results
In this section, we compare the performance of TCR
and TNCCR by simulations. For TNCCR, Algorithm 2 is
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Figure 2 Comparison of the number of valid combinations
found by Algorithms 1 and 2 with the upper bound.

applied to search for valid combinations. We simulate the
retransmission performance in two scenarios:

Scenario 1 (Scn-1): The relay is positioned closer to
the source, as displayed in Figure 5a.
Scenario 2 (Scn-2): The relay is positioned at the
middle point between the source and the destination,
as displayed in Figure 5b.

In the simulations, we take path loss into account. The
path loss (in dB) can be calculated as 10α log10(d), where
α is the path loss exponent and is set to be 4, and d
is the distance between the sender and the receiver. We
set the distance between the source and the destination
to be 1, and the relative distances of source-to-relay and
relay-to-destination in the two scenarios are shown in
Figure 5. In Scn-1, the average channel gain power of the
source-to-relay channel is 20.915 dB larger than that of the

Figure 3 Performance of TNCCR when source-to-relay link and
relay-to-destination link are noise-free, εth = 10−3.

Figure 4 Performance of TNCCR when source-to-relay link and
relay-to-destination link are noise-free, εth = 10−3 and SNR = 12
dB.

source-to-destination channel, and the average channel
gain power of the relay-to-destination channel is 6.196
dB larger than that of the source-to-destination channel.
In Scn-2, the average channel gain power of the source-
to-relay channel and the relay-to-destination channel are
both 12.04 dB larger than that of the source-to-destination
channel.
Figure 6 shows the performance comparisons between

TCR and TNCCR in the aforementioned scenarios, where
the percentages of reduction on the number of retrans-
missions using different relay retransmission schemes
compared to the CC-ARQ scheme without relay are plot-
ted. εth is set to be 10−3 and 10−4. Good threshold values
for TCR and TNCCR in different situations, obtained
through extensive simulations, are listed in Table 1. It can
be seen that when the SNR is low, TCR and TNCCR have
about the same performance. On the other hand, TNCCR
has better performance when SNR is relatively high
(7 dB or above). The implication of the observations is
two-fold:

(1) At low SNRs, where there are few valid combinations
(as implied by Figure 2), there will be few
retransmission of network-coded packets from the
relay. In this case, TCR and TNCCR are more or less
the same.

(2) At high SNRs, the relay in TNCCR starts
retransmitting more network-coded packets as there
are more valid combinations. The results suggest that
network-coded retransmissions are more efficient
than non-network-coded retransmissions in the SNR
region concerned.

Figure 7 shows the performance of TNCCR scheme
when the number of packets from the source varies. It
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Figure 5 Two different positions of the relay studied in this work. (a) Scn-1, (b) Scn-2.

can be seen that TNCCR can save more retransmissions if
more packets from the source are to be transmitted, which
is similar to the observation of Figure 4.
Figure 8 shows the average packet decoding delay of

TCR and TNCCR schemes in Scn-2, where εth is set

to be 10−3. The results indicate that TNCCR scheme
has less average packet decoding delay than the TCR
scheme, which means that the destination experiences
smaller delay in the retransmission phase before decoding
a source packet using TNCCR.

Figure 6 Comparisonn of MTCR against TCR and TNCCR in different scenarios. (a) εth = 10−3 in Scn-1, (b) εth = 10−4 in Scn-1, (c) εth = 10−3

in Scn-2, and (d) εth = 10−4 in Scn-2.
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Table 1 Threshold values at relay of different retransmission schemes in different scenarios

Threshold value Scenario Retransmission scheme Threshold at relay

Scn-1 TCR 12.10

εth = 10−3 TNCCR 11.15

Scn-2 TCR 10.20

TNCCR 10.35

Scn-1 TCR 15.48

εth = 10−4 TNCCR 15.08

Scn-2 TCR 14.38

TNCCR 13.98

6 Conclusions
In this paper, we addressed the retransmission issue in
DmF relay channels. We first designed a retransmission
scheme based on a weighted combiner. By forwarding
high-quality observations, the relay was able to help the
system achieve high retransmission efficiency in low SNR
region. Then, on top of the weighted combiner, another
retransmission scheme based on both weighted combiner
and network coding was proposed. The network-coded
packets were formed according to the qualities of the pre-
viously erroneously received packets at the destination,
and they were able to boost the retransmission efficiency
at high SNR region.
A possible future direction based on this work may

consider a more sophisticated retransmission scheme
that is based on incremental-redundancy hybrid auto-
matic repeat request or IR-HARQ, i.e., by considering
whether or not the qualities of the packets at the destina-
tion can help the relay to decide how parity bits should
be generated from which source packets so that system
throughput can be increased.
The proposed scheme also has the potential to be

applied in wireless broadcast channels. As it has been

Figure 7 Reduction in the number of retransmissions using
TNCCR in Scn-2.

demonstrated in 3.2, a network-coded packet generated
by considering the SNRs of the received packets at the
destination can be used to decode two packets. If the SNRs
of the received packets at the destination is not considered
(i.e., treat packets in error as erasures), then a network-
coded packet can only be used to decode one packet
if it is instantly decodable [8]. It is therefore expected

Figure 8 Average packet decoding delay in Scn-2 when
εth = 10−3. (a) Delay as a function of transmission power over noise
power. (b) Delay as a function of the number of source packets, where
the ratio between transmission power and noise power is 11 dB.
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that the proposed network-coded retransmission scheme
can result in higher throughput if the network-coded
retransmissions are restricted to be instantly decodable.
It is also interesting to investigate the possible perfor-
mance improvement brought by the proposed scheme
if a retransmitted packet is not required to be instantly
decodable but innovative [9].

Appendices
Appendix 1
Extension to higher modulation schemes
We first demonstrate that network-coded retransmis-
sion can be applied when M-PSK modulation is used.
We will see that the idea of network-coded retrans-
mission presented in Section 3.2.1 is applicable when
the signal constellation of the applied modulation
scheme forms a group. From this observation, we
can say that network-coded retransmission can also
be applied to QAM, as the signals of QAM form a
group [22].

M-PSK Consider the following signal constellation ofM-
PSK, where each point in the constellation is given by
ej2πβ/M (where β ∈[ 0,M − 1] and j2 = −1).
Assume that two signals (namely X1 = ej2πβ1/M and

X2 = ej2πβ2/M) are transmitted, where β1, β2 ∈[ 0,M− 1].
The two signals are corrupted with additive noise (unlike
the other sections where fading is present in the channel,
here we only assume there is additive noise for simplicity)
and the received signals areY1 = X1+n1 and Y2 = X2+n2,
respectively. We now wish to send a network-coded signal
that can provide information about X1 and X2.
The M-PSK signal constellation can be related to the

following finite Abelian group [23]:

UM � {ej2πβ/M , β ∈[ 0,M − 1] }, (21)

which is closed under the operation of complex multipli-
cation. Let the inverse of X1 and X2 be −X1 = ej2πβ ′

1/M

and −X2 = ej2πβ ′
2/M, respectively, where −a means the

inverse of element a in a group and β ′
1, β ′

2 ∈[ 0,M − 1].
Denote • as complex multiplication. If the signal X3 =
(−X1) • (−X2) is delivered to the receiver without noise,
then at the receiver we can have

X3 • Y1 = ej2πβ ′
1/M • ej2πβ ′

2/M • (ej2πβ1/M + z1)

= ej2πβ ′
2/M + ej2πβ ′

1/M • ej2πβ ′
2/M • z1

= (−X2) + ej2πβ ′
1/M • ej2πβ ′

2/M • z1. (22)

We can see from (22) that an extra observation of X2 can
be obtained fromX3•Y1. Similarly, an extra observation of
X1 can be obtained from X3 • Y2. The MRC principle can
then be applied to combine multiple noisy observations.

QAM From the above discussion, it is evident that the
network-coded retransmission scheme can be applied to
a modulation scheme if the signals form a group. In [22],
it has been proven that the signal constellation of 22n-
QAM is given by the group of units in the quotient ring
Z[ i] /2n + 2ni, where n is a positive integer and Z[ i]
means Gaussian integers ring. Similar derivations to (22)
can be used to show that the network-coded retransmis-
sion is applicable to QAM signals.

Appendix 2
Proof of proposition 1
Let the relay retransmit P′

1, P
′
2, ..., P

′
x through an error-

free channel to the destination, where upon receiving P′
i,

i ∈[ 1, x], li source packets can be decoded at the destina-
tion. Since we only consider pairwise and three-wise valid
combinations, li ∈ {0, 1, 2, 3}.

Lemma 2. Let �α,SD, �β,SD, and �γ ,SD form a three-wise
valid combination and, in order to decode source packets,
Pα ,Pβ ,Pγ ,P′

i, and P
′
r should be retransmitted, where i, r ∈

[ 1, x]. Then, a retransmission sequence which retransmits
P′
i followed by P′

r has smaller average packet decoding
delay than a retransmission sequence which retransmits
other packets in between P′

i and P′
r.

Proof. Let i, r, a1, a2, ..., an ∈[ 1, x]. Consider the
following three retransmission sequences:

(1) P′
i, P′

a1 , P
′
a2 , ..., P

′
an , P

′
r

(2) P′
i, P

′
r , P′

a1 , P
′
a2 , ..., P

′
an

(3) P′
a1 , P

′
a2 , ..., P

′
an , P

′
i, P′

r

Let the total packet decoding delay of sequences (1), (2),
and (3) be d1, d2, and d3, respectively. We have

d1 = 1 × 0 + 2la1 + 3la2 + · · · + (an + 1)lan + (an
+ 2)3,

d2 = 1 × 0 + 2 × 3 + 3la1 + 4la2 + · · · + (an + 2)lan
= 2 × 3 + 2la1 + 3la2 + · · · + (an + 1)lan + la1

+ la2 + · · · + lan ,
d3 = la1 + la2 + · · · + lan + (an + 1) × 0 + (an + 2)3.

It is obvious that d3 ≤ d1. To see d2 ≤ d1, observe that

d1 − d2 = 3an − (la1 + la2 + · · · + lan).

Since li ∈ {0, 1, 2, 3}, ∀i ∈ {a1, a2, ..., an}, la1 + la2 +· · ·+
lan ≤ 3an. Therefore, d1 − d2 ≥ 0.
As the number of source packets that can be decoded

after receiving each of the three sequences is the same,
sequence (1) gives the largest average packet decoding
delay.
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Lemma 3. Let la1 = 2 and la2 = 1, where a1, a2 ∈[ 1, x].
Then, retransmitting P′

a1 followed by P
′
a2 has smaller aver-

age packet decoding delay than retransmitting P′
a2 followed

by P′
a1 .

Proof. The average packet decoding delay of retransmit-
ting P′

a1 followed by P′
a2 can be calculated as 1×2+2×1

2+1 =
4
3 . The average packet decoding delay of retransmitting
P′
a2 followed by P′

a1 can be calculated as 1×1+2×2
1+2 = 5

3 .
The lemma then follows.

Lemma 4. Let la1 = 2, la2 = 0, and la3 = 3 so that three
source packets can be decoded upon receiving P′

a2 and P′
a3 .

Then, retransmitting P′
a1 first gives smaller average packet

decoding delay than retransmitting P′
a2 and P′

a3 first.

Proof. The average packet decoding delay of sending P′
a1

first is 1×2+2×0+3×3
2+0+3 = 2.2. The average packet decoding

delay of sending P′
a2 and P′

a3 first is
1×0+2×3+3×2

0+3+2 = 2.4.
The lemma then follows.

Lemma 5. Let la1 = 0, la2 = 3, and la3 = 1 so
that three source packets can be decoded upon receiving
P′
a1 and P′

a2 . Then, retransmitting P′
a1 and P′

a2 first gives
smaller average packet decoding delay than retransmitting
P′
a3 first.

Proof. The average packet decoding delay of sending P′
a1

and P′
a2 first is

1×0+2×3+3×1
0+3+1 = 2.25. The average packet

decoding delay of sending P′
a3 first is

1×1+2×0+3×3
0+3+1 = 2.5.

The lemma then follows.

The above lemmas together suggest the following: To
minimize the average packet decoding delay in error-free
retransmissions, network-coded packets (each of which
can be used to decode two source packets) should be
retransmitted first, followed by pairs of network-coded
packets (each of which can be used to decode three
source packets), followed by source packets. Therefore,
TNCCR gives the minimum average packet decoding
delay when the retransmissions are error-free and for each
�i,SD < T , �i,SR ≥ TR,NC, where i ∈[ 1,K ]. That proves
Proposition 1.
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