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A cognitive multi-access network in which a primary user and a secondary user transmit to a common receiver is
considered. The secondary user senses the channel at the beginning of each time slot to determine whether the
primary user is active or idle. The sensing is not perfect; hence, the secondary user can miss the detection of an active
primary user or erroneously declare an idle primary user as active. The secondary user can vary its transmission rate
and power from a time slot to the other. A joint rate and power scheduling algorithm is proposed that minimizes the
probability of packet loss of the secondary user under a maximum probability of collision constraint at the primary
user and a constraint on the average power transmitted by the secondary user. The case in which no retransmissions
are allowed and the cases in which one or both users retransmit the collided packets are also considered. The
problem is posed as a linear optimization problem that can be solved efficiently.
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1 Review

1.1 Introduction

Opportunistic spectrum access has been proposed to
overcome the problem of spectrum scarcity. In this frame
of work, an unlicensed secondary user attempts to oppor-
tunistically access a licensed primary channel in order to
use the underutilized spectrum. This network is usually
referred to as cognitive radio network. Although cogni-
tive radio is a promising solution of spectrum scarcity
problem, maintaining the performance of the licensed pri-
mary user unaffected is considered a challenge [1,2]. We
consider a time-slotted cognitive network in which a sec-
ondary user can transmit simultaneously with an active
primary user to a common receiver without adversely
affecting the primary user’s transmission. The secondary
user senses the channel of the primary user at the begin-
ning of each time slot to determine its state. Based on the
sensing outcome and a feedback signal at the end of each
time slot that indicates the success or failure of the trans-
mission, the secondary user adapts its rate and power to
maintain a certain quality of service level for the primary
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user. The adaptation is done via a cross-layer scheduling
algorithm that aims to minimize the probability of packet
loss of the secondary user under an average power con-
straint for the secondary user and a quality of service
constraint for the primary user.

In the last few years, the problem of scheduling for coop-
erative cognitive networks has been addressed by several
authors. In [3], the authors considered a point to multi-
point cognitive network in which they maximize the total
throughput of the network while maintaining a required
signal to interference plus noise ratio for the primary
users. They investigated the uplink and downlink power
control and channel assignment problem. The problem of
power allocation was also investigated in [4] from a game
theoretic point of view. The problem was formulated as
a Nash Bargaining Solution problem and a closed form
analytical solution was found for the proposed scheduler.
The proposed scheduling algorithm maximizes the over-
all rate while guaranteeing the proportional fairness and
efficient power distribution among cognitive radio users.
In [5], a cognitive radio network for which a joint coop-
erative spectrum sensing and resource scheduling scheme
is designed. Soft sensing is used instead of hard sensing,
and a distributive scheduling algorithm based on duality
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theory is proposed to find the solution of the non-convex
scheduling problem.

In [6], a cognitive multiple-access-based cooperating
relay is addressed, and two protocols are developed to
implement the proposed multiple-access strategy. A char-
acterization of the maximum stable throughput region is
provided in addition to evaluation of the delay perfor-
mance of the proposed protocols. The proposed proto-
cols are shown to provide significant performance gains
over conventional relaying strategies. A cognitive sce-
nario with two single-user links is investigated in [7]. The
secondary user accesses the channel only when the pri-
mary user is sensed idle. Random packet arrivals, sensing
errors and power allocation at the secondary transmit-
ter have been taken into consideration. The secondary
transmitter acts as a relay for the primary link. A sta-
ble throughput of the secondary link with relaying is
derived, and the results show the benefits of relaying.
The authors in [8] considered a cognitive cooperative
network with multiple antennas. Using superposition cod-
ing, the secondary user simultaneously relays the primary
user’s packets and transmits its own packets. Two weight
vectors at the secondary user equipped with multiple
antennas are designed based on zero-forcing. The maxi-
mum stable throughput and the average end-to-end delay
for both the primary user and secondary user are ana-
lyzed. The impact of imperfect channel state information
at the secondary user on the maximum stable through-
put and the average end-to-end delay performance are
evaluated, and the proposed algorithm is shown to have
significant gain.

A joint coding and scheduling algorithm for cogni-
tive multiple-access networks was proposed in [9], where
the primary and secondary users can transmit only one
packet per time slot. A cross-layer design technique was
employed by performing successive interference cancella-
tion (SIC) in the physical layer; hence, the primary user
does not suffer from any interference. The primary user
packets are always transmitted with no delay. The sec-
ondary user queue was modelled as a one-dimensional
Markov chain, and scheduling was performed by mini-
mizing the average delay of its packets under an average
power constraint. A multicell cognitive radio network
overlaid with a multicell primary radio network was also
investigated in [10]. The primary radio network uses a
set of orthogonal frequency channels for communica-
tion between primary base stations and primary users.
The primary and secondary users have different qual-
ity of service requirements that are described in terms
of interference constraints. A joint scheduling and power
control algorithm have been proposed for the downlink
transmission. The authors proposed a suboptimal heuris-
tic greedy algorithm with low complexity and reasonable
performance.
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The case of non-cooperative cognitive networks in
which the secondary user senses the channel of the pri-
mary user in order to determine if the channel is busy or
not, is considered in several works. In [11], the authors
considered a secondary user making opportunistic use of a
channel allocated to some primary network that switches
between idle and active states according to a stationary
Markovian process. The secondary user needs to decide
whether to stay idle or to carry out spectrum sensing to
detect the state of the primary user. If it chooses to carry
out sensing, it needs to decide the duration of the sens-
ing period and to meet a minimum detection probability.
A cognitive radio system where the secondary transmit-
ter varies its transmit power based on the value of the
sensing metric is considered in [12]. The authors assumed
a peak power constraint at the secondary transmitter
and an average interference constraint at the primary
receiver. The target of the optimization problem is to max-
imize the signal-to-noise ratio and the capacity of the
secondary user.

A cognitive radio network with M fixed primary users,
and N mobile secondary users was considered in [13].
The primary users have orthogonal licensed channels,
and the secondary users try to transmit when a primary
user is idle. A collision occurs when the secondary user
transmits over a channel occupied by an active primary
user. Lyapunov optimization and collision queues were
used to design flow control, scheduling, and resource
allocation algorithms that maximize the throughput of
the secondary users and provide reliability guarantees
in terms of the maximum number of collisions suffered
by the primary user. In [14], the dynamic power and
rate control problems for multiple cognitive radio links
that operate over multiple channels (frequency bands)
with a delay constraint imposed on data transmission
is considered. Based on a delayed spectrum sensing
output and the statistical behavior of the primary net-
work, a power and rate control policy is proposed that
maximizes the average sum rate for the cognitive radio
links. The proposed algorithm is solved via dynamic
programming.

In [15], authors considered a downlink cognitive radio
network in which an OFDMA-based secondary system
share the primary users’ spectrum. They designed a
joint cross-layer and sensing algorithm that optimizes
a system utility, which adapts the power allocation and
the sub-carrier assignment across the secondary users
and proposed a distributed implementation of the algo-
rithm. A joint algorithm for sensing adaptation and
opportunistic resource allocation for cognitive networks
proposed in [16]. The algorithm minimizes the total
expected cost of the losses and utilities generated for
the secondary system. An average interference thresh-
old constraint and a quality of service constraint for the
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secondary system are imposed. The proposed scheme
is shown to dynamically adapt the sensing threshold
depending on the network environment using simula-
tion results. The authors in [17] presented a unified
analytical framework to design the PHY-layer spectrum
sensing and MAC-layer resource scheduling jointly for
CR networks. They characterized the presence of imper-
fect sensing using a parameter named sensing confidence
level. A mixed integer nonlinear optimization problem
is formulated for the joint design of spectrum and
power allocation.

The results of [9] were extended to the case of erro-
neous sensing in [18]. The optimal transmission pol-
icy for the secondary user was found by minimizing its
average packet delay under a constraint on the max-
imum probability of outage at the primary user. The
work in [9] was also extended to the case of a two-
user multiple access system in [19], where the network
is not cognitive and both users have the same quality
of service. As in [9], the two users can have/transmit
either zero or one packet per time slot, and the queues
of the two users were modelled as a two-dimensional
Markov chain. The average packet delay was mini-
mized in [19] under an average power constraint on
each user.

In [20], the authors considered a cognitive radio net-
work with M primary users and N secondary users
transmitting to a single base station (BS). The BS is
assumed to have information about the number of pack-
ets at the primary and secondary users and the queue
state of both users in each time slot; thus, no sens-
ing is performed. As a result, there are no collisions
between the primary and secondary user packets in
[20] due to the fact that the BS knows the primary
state.

In this paper, we consider a time slotted cognitive net-
work in which an unlicensed secondary user transmits
over a licensed primary user’s channel to a common
receiver. Note that parts of this work have been published
in [21,22]; however, the main contributions of this paper
are as follows:

1. Detailed analysis and performance evaluation for the
effect of retransmission of the collided packets on the
average delay and throughput are presented.

2. Detailed analysis of the power control algorithm and
extensive evaluation of the performance of the
proposed algorithm via numerical simulations.

3. We investigate a new problem formulation for the
scheduling algorithm. In this formulation, the
probability of loss is minimized instead of the delay.
The solution of the new problem formulation is
shown to be more computationally efficient than the
formulation in the conference papers.
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SIC is performed in the physical layer at the common
receiver in case of simultaneous transmission; hence, the
primary user does not suffer any interference from the
secondary user’s transmission. The primary user is mod-
elled using an on/off activity model in which the primary
user is either idle or active with a fixed rate. We investigate
two different models for the primary user traffic, one as in
[20] where the packet arrival process is independent from
one time slot to the next and the other as in [11] where the
arrival process follows a Markovian process. The primary
user is assumed to transmit its packets instantaneously
and, hence, does not suffer from any delay. The secondary
user can have a variable number of packets in its queue at
the beginning of each time slot where the queue is of fixed
length K.

At the beginning of each time slot, the secondary user
senses the primary user’s channel to determine whether
the primary user is active or idle. We consider the case of
imperfect sensing in which the secondary user can miss
the detection of an active primary user and declare it idle
or erroneously declare an idle primary user as active. If the
secondary user transmits in a time slot assuming an idle
primary user when its true state is active, a collision occurs
at the receiver and all the packets involved are assumed
lost. An error-free signal is fed back to the transmitters
acknowledging a successful transmission or indicating a
transmission failure.

We design a cross-layer scheduling algorithm that min-
imizes the probability of packet loss of the secondary user
under an average power constraint and a quality of ser-
vice constraint at the primary user. The quality of service
constraint we consider in this paper is the maximum prob-
ability of packets collision the primary user can tolerate.
The cases when either the primary user, the secondary
user or both users retransmit the collided packets are
investigated. The algorithm determines the probabilistic
transmission rates and the problem is posed as a linear
optimization problem. We consider the case when the sec-
ondary user aims to minimize its transmission power by
transmitting at the minimum power required to achieve
the targeted data rate. Also, the case when its transmission
power needs only to satisfy the average power constraint
is investigated. In the later case, the scheduling algorithm
is modified such that it determines jointly the probabilistic
transmission rate and power.

Our results indicate that even with sensing errors, the
total throughput of the cognitive network increases by
allowing the secondary users to transmit more than one
packet in each time slot. Also, accounting for sensing
errors in the algorithm is crucial to guarantee an accept-
able quality of service at the primary user. The results also
indicate that significant gain in the throughput of the sec-
ondary user can be achieved when joint optimization over
the transmission power and rate is adapted.
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The remainder of this paper is organized as follows:
Section 1.2 presents the system model; the queueing anal-
ysis with no power control is presented in Section 1.3,
and delay and collision analysis is in Section 1.4; Section
1.5 introduces the analysis of the previous models when
retransmission policy is adapted; the power control pol-
icy is introduced in Section 1.6; the scheduling algorithm
is introduced in Section 1.7; numerical results are pre-
sented in Section 1.8; and finally, the conclusion is given
in Section 1.9. A list of all symbols can be found in
Table 1.

1.2 System model
1.2.1

We consider a time-slotted cognitive network [20] with a
primary user and a secondary user transmitting to a com-
mon receiver as shown in Figure 1. SIC is performed at
the receiver in the case when both the primary and the
secondary users transmit at the same time. The secondary
user’s signal is decoded first and then subtracted from the
received signal so that the primary user’s signal is decoded
with no interference. In the case when the primary user
is active and SIC (see Section 6.1.1 in [23]) is performed,
the secondary user has to increase its power in order to
maintain the same rate achieved when the primary user is
idle. SIC is now implemented in various communication
systems such as [24]. Adding the fact that SIC is imple-
mented between two users only reduces the complexity
of the algorithm and make it sufficiently robust as well as
practical.

We denote the noise power, and the magnitude of the
channel of the primary and secondary users by o2, /|,
and |kg|, respectively, and we assume that the channel
gains are constant. Figure 2 shows the capacity region
for the multiple-access channel representing the primary-
secondary pair. The unit of the transmission rate is
selected as the number of packets per time slot, and the
transmission rate and power of the primary user will be
denoted by Rj, and Pp, respectively. The primary user is
either idle or active with a fixed number of packets to
transmit L,; hence, R, = L,.

Let R ; denote the capacity of the secondary user where
i = 0 and i = 1 denote the cases when the primary user
is idle or active, respectively. Hence, 0 < R;p < n and
0 < R;; < a, where n and a are the maximum num-
ber of packets the secondary user can transmit when the
primary user is idle and active, respectively, and are deter-
mined based on the channel capacity shown in Figure 2.

Physical layer model

Let ng) denote the power the secondary user needs to
transmit m packets when the primary user is in state i. The
relation between the transmission rate and the transmis-
sion power, assuming the SIC order we illustrated, is given
by [25]:
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and it can be easily shown that # and 4 are related as:
n <log,(2R(2* — 1) + 1). (5)

1.2.2 MAC layer model

As mentioned in Section 1.1, we will investigate two mod-
els for the arrival process of the packets of the primary
user. Note that we use the superscripts D and ()P to
refer to Models I and II, respectively. Let r,(¢) denote the
number of packets admitted to the primary user’s queue at
time slot . In the first model, the number of packets that
arrived in different slots are independent and identically
distributed random variables, where

Pr [r;”(t) - o] =1-6,Pr {rél)(t) _ La} —0. (6
0 is the probability that the primary user is active. We
denote this model as Model I. We also consider Model II
in which the primary user switches its state according to

a stationary Markov process as shown in Figure 3. The
process is specified by two parameters b and /4, where

Pr {r[()z)(t) =1, ‘rf,?)(t— 1) = 0} = b,

Pr {rf}’)(t) =0 ‘rff) t—1) =1L, } —h )
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Table 1 Table of symbols

Page 5 of 25

Symbol

Meaning

Equation number

007
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[hol
[hs]
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Pp
La

PinstmaX
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r5(0)

o

1 — Py
Pta
140]
As(0)
Qs (D
M)
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F(t)

m

¢ (m)
Yyij

)
, (gkuij

A’kij,l;q' (}Lkuij,/vsq)
1 2

eRI(E

C/',/,m

A

TCkjj (7T/<uij)

P
L(D)
Ola
D

Model I and Model Il, respectively

The noise power

The magnitude of the primary user’s channel

The magnitude of the secondary user’s channel

The transmission rate of the primary user

The transmission power of the primary user

The rate of transmission of an active primary user

The capacity of the secondary user when

the primary user is active(idle), i.e, i = 1(i = 0)

The power of the secondary user when transmitting m packets while
the primary user is active(idle), i.e, i = 1(/ = 0)

The maximum number of packets the secondary user can transmit
when the primary user is idle

The maximum number of packets the secondary user can transmit
when the primary user is active

The maximum instantaneous power of the secondary user

The number of packets admitted to the primary user's queue at time slot ¢
The probability that the primary user is active in model |

The probability that the primary user is active given

it was idle in the previous time slot in model Il

The probability that the primary user is idle given

it was active in the previous time slot in model Il

The number of packets admitted to the secondary user's queue at time slot t
The probability that the secondary user has new packets to transmit
Probability of missed detection of an active primary user as idle
Probability of sensing an idle primary user as active

The outcome of the sensing process at time slot t

The number of packets transmitted by the secondary user in time slot t
The queue state of the secondary user in time slot t

The capacity of the secondary user

The maximum length if the secondary user’s queue

A feedback signal to be sent to the transmitters

The probability of transmitting m packets when

the system is at state k, i, j(k, u, ,j)

The transition probability from state {kij}({kuij}) to {Isq}({lvsq})

The probability that the sensing outcome is s in model I(Il)

The probability of receiving a feedback signal /

given sensing outcome i and transmission rate m

The transition probability matrix

The steady state probability of being at state {kij} ({kuij})

The average power consumption of the secondary user per packet
The discretized probability of the primary user being idle at slot t
Discretization by step size A

The average packet delay of the secondary user

(11),(34)
(19),42)
(17),(41)
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€ The probability of packet loss (46),(47)
o The probability of collision of the primary user’s packets (48),(49)
O Retransmission scenario

()P Transmission using power control

Let rs(¢) denote the number of packets admitted to the
queue of the secondary user at time slot ¢, where

Prire(t) = 0) = 1—a, Prirg(t) =1} = % Vi=1,.,n
(8)

a is the probability that the secondary user has new
packets to transmit.

The secondary user senses the channel of the primary
user, and the sensing is assumed to be imperfect. Thus, the
secondary user can miss the detection of an active primary
user as idle (a miss-detection event) and can erroneously
declare an idle primary user as active (a false alarm event).
Let the probabilities of miss detection and false alarm be
1 — Py and Py, respectively. Also, let y (¢) denote the out-
come of the sensing process at time ¢ where y(¢) = 0
denotes the decision that the primary user is idle and
y(t) = 1 denotes the decision that the primary user is
active at time slot .

The secondary user can either transmit with power cal-
culated from (2) or (3). If the secondary user transmits
with a power calculated from (2) when the true state of
the primary user is active, a collision occurs and all the
packets involved in the collision are lost. The collision
happens due to the fact that for successful decoding to
happen when the primary user is active, the secondary
user is required to transmit with power calculated from
(3) that is higher than the one calculated from (2); thus
collision occurs.

Common
Receiver

Figure 1 System model.

We will investigate two transmission power scenarios.
In the first, we will assume that the secondary user trans-
mits with power calculated from (2) when the primary
user is sensed as idle y (¢) = 0 and transmits with power
calculated from (3) when the primary user is sensed as
active y(t) = 1. In this scenario, the rate is determined
via the scheduling algorithm. In the second scenario, the
scheduling algorithm will jointly determine the optimal
power/rate policy under only a long-term average power
constraint. In this case, the secondary user can transmit
with power calculated from either (2) or (3) regardless
of the sensing outcome. In the case of collision, we will
also investigate the case when neither primary user nor
the secondary user attempts to retransmit the collided
packets, and the cases when one or both users attempt
retransmitting them.

Let As(¢) and Qs (£) denote the number of packets trans-
mitted by the secondary user in time slot ¢, and the queue
state of the secondary user in the tth time slot, respec-
tively. Note that the arrival of the secondary user’s packets
can happen at any time during the time slot; however,
these packets cannot be transmitted until the next time
slot (a minimum of one time slot delay). The decision of
the number packets to transmit is taken at the beginning
of the tth time slot after the sensing period and is based
on the queue update in the ¢ — 1th time slot. Hence,

As(®) €{0,1, ..., min {M(), Qs(t — D)} )

Qs(t) =min{Qs(t — 1) + rs(2) — As(£), K}, (10)

where M(¢) is the capacity of the secondary user and K
is the maximum length of the queue of the secondary
user. Note that the minimum function is used in (9) as
the maximum number of packets that can be transmitted
by the secondary user is upper bounded by the maximum
number of packets in its queue and the channel capac-
ity. Also, note that the channel capacity calculation will
differ based on the power transmission scenario adapted,
ie, M(t) = y(t)a+ (1 — y(¢))n in the case of no power
control and M(¢) = P(¢t)a + (1 — P(¢))n in the case of
power control where P(¢) = 0 denotes transmitting with
power calculated from (2) and P(¢) = 1 denotes transmit-
ting with power calculated from (3). Note that P(¢) will be
defined properly in Section 1.6.
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Primary =
rate

Figure 2 Capacity region of a primary-secondary pair.

Secondary
) rate

1.3 Queueing analysis

In this section, the queue model of the secondary user will
be introduced with a complete analysis for the transition
probabilities and the average power consumed for Mod-
els I and II of the primary user’s traffic. Since the primary
user is assumed to transmit its packets instantaneously,
we will focus only on the queue of the secondary user.
We assume in this section that neither power control nor
retransmission of collided packets is allowed.

At the end of each transmission a feedback signal is sent
to the transmitters to indicate whether it was a successful
transmission or not. This signal will be denoted as F(¢),
and in each time slot, it has three possible outcomes, i.e.,

Casel: F(t) =0

A negative acknowledgment (NACK) signal is transmit-
ted at the end of time slot ¢ which means that the primary
user was sensed as idle when its true state was active, and
the secondary user transmits As(f) = m > 1 packets
which resulted in a collision.

Case2: F(t) =1
An ACK is received at the end of the ¢th time slot and
the secondary user transmits Ag(f) = m > 1 packets.

Case3: F(t) =2

This case represents no secondary user transmission in
the tth time slot, i.e., As(¢) = 0. The primary user might
have either been active or idle.

1.3.1 Modell

In this model, and as mentioned before, the number of
packets admitted to the primary user’s queue at time slot
t is independent of the number of packets admitted at the

t — 1th time slot. The number of packets the secondary
user can transmit in the tth time slot will be determined
based on three metrics; the sensing outcome at this time
slot y (¢), the feedback signal from the previous time slot
F(t — 1), and the number of packets in its queue Qs(%).
Hence, we will model the state of the system in time slot
t, (k(t),i(t), j(t)), by a three-dimensional Markov chain
where k() = F(t — 1) € {0,1,2}, i(t) = y(¢) € {0,1}, and
j@®) = Qs(¢) € {0,1,2,...,K}. Let the probability of trans-
mitting m packets when the system is in state &, i, j be g,ig.q),
where

g =Pr{At+ D =m|Ft—1) =ky® =i Q1) =/}
(11)

Note that since the channel gains are constant, the
transmission policy g,g;’) is independent of time ¢ as long
as the traffic statistics remain constant. From (9), we know
that the maximum number of transmitted packets is lim-
ited by the capacity of the secondary user and the number

of packets in its queue. Thus, 0 < m < m;; where
mij - (m) _

mi; = min {ia + (1 — i)n,j} and Zméogkly =1

b
1-b 1-h
h
Figure 3 Markov process model for the activity of the primary
user.
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Let A5 denote the probability that the Markov chain makes a transition from the state (k, i) to state (I, s, q). The
transition probability, A 54, can be calculated as follows:

Mg = Pr{FE—1) = Ly(®) = 5,Qu(t) = qlF(t = 2) =k, y(t = 1) = ,Qu(t — 1) = j} (12)

=Pri{y® =slFt—1)=LQt)=qFt—2) =kyt—1)=iQt—1) =/}

Pr{F(t—1)=1Qst) =qlF(t—2) =k y(t—1)=iQst—1) =] (13)
=Pr{y(t) = s) %j Pr{Ag(t—1) =mlF(t—2)=kyt—1) =iQlt—1) =}
o
xPr{F(t—1)=LQst) =qIFt—2) =k y(t—1) =i, Qst — 1) = j,As(t — 1) = m]} (14)
=c %gg;%r [Q®) =qlFt—1) = LF(t—2) =k y(t—1) = i,Qs(t — 1) = j, A(t — 1) = m]
o

xPr{F(t—1)=0Ft—-2)=kyt—1) =iQt—1) =j,At — 1) = m}

mij

—C“>Z g CoumPr{ Q) = qIF(t = 1) = LF(t = 2) = k,y(t— 1) =, Qs(t = 1) = j, As(t — 1) = m}

(15)
mijj

=CO Y g CumPr { Q) = qly(t—1) =i, Qu(t — 1) = j, A(t — 1) = m}, (16)
m=0

where (13) is obtained from (12) using the law of total probability. Using the independence of the sensing outcome at
time ¢ from previous sensing outcomes, queue states, and transmission outcomes and by conditioning over the number

of packets transmitted in the previous time slot (14) can be obtained from (13). Finally, (1) is the probability that the
outcome of sensing is equal to s € {0, 1}, i.e.,

CV =Pr{y(t) =s} = (0Ps+ (L —0)Pg) s+ (01 — Py) + (1 — 0)(1 — Pp)) (1 —9) (17)
In (15), C; 1,y is given by:

Citn =Pr{F(t —1) =|F(t —2) =k, y(t — 1) =i,Qs(t — 1) = j,Ag(t — 1) = m}

Pr{F(t—1) =Lyt —1) =ilF(t —2) = k,Qs(t — 1) = j, As(t — 1) = m)
Pr{y(t—-1) =i}

1 m=0,l=2
1 m>1i=1l=1

(1-6)(1—Py,)
PA—P)T(1-0)(1—Pp)
0(1—P,)
G(I—Pd)+(1—0)(1—Pfa)

m=>1,i=0/=1.

m=>1,i=0,/=0

0 otherwise
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Thus, we can write the transition probabilities as follows:

O, =2
0 g)q i=11=1
Miitsg = | G g prt—aim Mgy 1 =0l =1
ct TP TP ““/(J)q i=0,0=0
0 otherwise

S)

kij,q T€ given by:

(0)
where i g Mk and u
mij

Wkijqg = Zg“’“Pr Q&) =qly(t—1) =i, Qs(t — 1) = j, As(t — 1) = m]

0 0

Mg = ;}Pr {Q® =qlyt—1) =iQut—1) =), At —1) =0}
+ _ ., (0)

Miijq = Hkijg — Rigjq

Note that when j = ¢,

(gk,’ﬂ —a)+ 2 Z gii,”) 0<j<K-1

PRTZ o) m)
(gk,] + 5 Z gkz; (n—m+ 1)) j=

0) gkzj)(l @) 0=j=K-1

Mkl},} = g]((O) j= K

if

Whenj < g,
’/q

o Z g,ﬁf}” 0<j<K—-2 j+1<gq<min{j+nK—1}

Mkijg = Z me K _ a<i<K-—1 - K
g]q] ﬂm,} n=j= , 4=
0 otherwise
ngii? 0<j<K—-2 j+1<g<min{j+mK—1}
0

'l’L;(t})q: ,,gk,})(n+}—1(+1)K—n<]<1<—1 q=K

0 otherwise

where m;; = min{n +j — q,m;;} and Bynj = n — m + j — K + 1. Finally, when j > ¢,

m,,/
o ggjq)(1—a)+% 3 ggy> 1<j<K, 1<j—q<n
Kkijqg = m=j—q+1

0 otherwise

o _
K kijg — 7

where 1} = ai + n(1 — i). The derivations can be found in [20].
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(19)

(20)

(21)
(22)

(23)

(24)

(25)

(26)

(27)

(28)

Let the matrix A denote the probability transition matrix of the Markov chain. Also, let 7; denote the steady state

probability of being at state (k, i, /). Hence, the steady state probabilities must satisfy the equation:

TA=mn, nwnl=1,

(29)
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where 1 is a column vector whose entries are all equal to 1. The average power consumption of the secondary user per
packet during transmission is given by:

2 2 1 K ; mij
|ZT|2 2 k=0 2_i=0 Z'—o 2LL"”kii Dom ]1g/<u '@ -1

PO = m
> ko Xizo j= o”kuzm 1gk:,n

(30)

1.3.2 Modelll
The primary user switches states according to the stationary Markov process described in (7). This will result in one
main difference between the queue model discussed in Model I and Model II. This difference arises from the assumption
that sensing is imperfect, and hence, the Markov chain representing the state is partially observable. We will add another
dimension to the three-dimensional Markov chain described before so that the Markov chain has a state (k, , i, j), where
the dimension u represents the belief state L(t) at the beginning of the tth time slot. We define the belief state as the
discretized probability of the primary user being idle at time slot ¢ where L(¢) € {0,A,...,(N — 1)A}and N = i.
Note that L(¢) = uA means that the actual non-discretized probability of the primary user being idle can be any value
between uA and (u + 1)A.

The belief state L(¢) in the tth time slot will be updated based on the feedback signals F(t — 1), and F(¢ — 2) at the
end of the £ — 1th and ¢ — 2th time slots, respectively, the last belief probability L(¢ — 1) = uA, and the sensing outcome
y(t — 1). Hence,

L(t, u) F(t—2)=0
o= { [V B fydf s F(t—2) £0° 3D
where
h Fit—1)=0
1—b Ft—1)=1y(t—-1)=0
Lt,u) = | #ADa(=b+(-ub)Pih, (Ft—1)=1orF(t—1) =2}, y(t—1) =1

uAPy+(1—ub)P,
uA(1—Pg)1-b)+1—ur)1-P)h
uA(1=Pp)+A—uR)1-Py)

la FE—-1)=2,y¢—-1)=0

and (.)| o denotes discretization by a step A. Note that we integrate over the cases when F(t — 2) € {1, 2} since these are
the cases when we originally discretized the output belief state at the t — 2th time slot.
Note that after the evaluation of the integration, we have the following:

utl fAPL (1 — b) + (1 — fA)Pgh A PP
/ d ;A(Pf +)(1 ifAJ)CPd) a dfla = =L <log( +— e +P )(L_ d)—i-l)lA, (32)
u+1 I/lA(l—Pfa)(l—b)-i—(l—uA)(l—Pd)h _ Az As (1—Pd)h (1-P,)
/u uA(1 = Pp) + (1 —ud)(1 — Pg) Yo = M(log(1+MA4+1—Pd)( Az A4 )H)'A’ 33

where Ay = APy (1 — b) — APgh, Ay = APg — APy, Az = A(1 — Pp)(1 — b) — A(1 — Py)h, and Ay = —A».
Let gkm) denote the probability that the secondary user transmits m packets given that the Markov chain is in the
(k,u,i /)th state, i.e.,

g =Pr{At+ 1) =mlF(t = 1) =k L) = ud, y (1) =, Q) =} (34)
The transition probabilities Axjsq from state (k, u, i, /) to state (/,v,s, q) can be written as follows:
Maijlvsg = PH{E(@E—1)=L L) =vA,y () =5, Qs(t) =q|F(t—2) =k, L(t — 1) = ul, y t—1)=i, Qs(t—1) =/} (35)
Wl,"]'
= Z Pr{F(t—1)=LL(t) = vA,y(t)=s,Qs(t) =q|F(t—2) =k, L(t — 1) = ulA, y(t—1) =i,
m=0
Qs(t—1)=j,As(t)=m} x Pr{As(t) =m|F(t—2) =k, L(t — 1) = ul\, y(t—1) =i, Qs(t—1) =/} (36)
mll

Zg,EZ)Pr{F(t D=LL1t) =vA,y(t)=s,Qs(t) =q|F(t—2) =k, L(t — 1) = ul, y(t—1) =i,

Qs(t—1) =j, As(t)= m} 37)
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mjj

= Zg]((zll)Pr{F(t D=LQs(t)=q|F(t—2)=k Lt —1) =ul,y(t—1)=i,Qs(t—1)=j, As(t) =m}

xgkm)Pr{L(t) =VAIF(t-1D)=,Q()=q Ft-2)=k L(t — 1) = ul, y (t—=1) =i, Qs(t— 1) =/, As(t) = m}
ngm)Pr{V(t)—SIL(t) =VvAF(t-1)=LQs()=¢, Ft—=2)=k L(t — 1) = ul,y t—1) =i, Q(t -1 =),
x As(t) =m}

mjj

—Zgi‘;?Pr{Fo: D=1, Qu(t) =q|F(t—2) =k, L(t — 1) = uA\, y (t—1) =i, Qst—1) =}, As(t) =m}

(38)

x Pr{L(t) = VA|F(t—1) =1, F(t—2) =k, y (t—1) =i, L(t — 1) = uA} x Pr{y (t)=s|F(t—1)=1,L(t) = vA)}
(39)

where (36) is obtained from (35) using the law of total probability, (38) was obtained using Bayes’ rule, and (39) was
obtained from the independence of both the belief state and the sensing outcome at time ¢ from previous queue states.
We will define C, = Pr{L(¢t) = vA|F(t—1)=[ F(t—2)=k,y(t—1)=i,L(t — 1) = ul}, ie.,

1/=0vA=h
1/=1i=0vA=1-b
MAPfﬂ(l—b)-‘r(l—uA)Pdh .
Lva = iy — la L€ (L2),i=Lk=0
h
C, = 1 VA:%(log(l_"uA2+Pd)(PL_7)+1>|A’l€{1 2Li=1,k#0 (40)
_ uA(A-Pp)(1—b)+1—-uA)(1—Pph P _
1LvA = —Riporaamary 1al=2i=0k=0
h — .
1 v = 42 (log(1 + gttty (5022 — A20) 1)1, 1= 2,0 = 0,k # 0
0 0therw1se
Also, we will define C'? = Pr{y (£)=s|Ca(t—1) =1 L(t) = vA}, ie,,
c? — (VAQQ—=Pg) + (1 —vAYQ — Py))(1 —s) + (vVAPy + (1 — vA)Py)s =0 (41)
sil (BHAQ - Pp) + (1 — ZLA)A - P))A —5) + (3L AP, + (1 — 2L A)Py)s 1£0
Using (39), (40), and (41), we can write Ay vsq Such that:
(2) (0) _
GCyy (,f)m/q =2
CVC’ uA(1—Pp) +) . _ _
A—ud)(1—P)+ubA—Py) Mkuijq i=0l=Lk=0
¢,Ca—Py) B b
)"kuij,lvsq = C C(Z:Z) ]((;:;q [ = l,i=1 ’ (42)
GGy (I—uh)(1—Py) +) . _ -
a- uA)(l PO+ ub(d—Pp) Mkuijq i=0[0=0k=0
C,,C
SCa B (14 By) log(1 + By) — A) gty i=0,1=0,k #0
0 otherwise
APy—Py) . .
where B; = (P Pf ) and By = m Also, fkyijg H’l(m)zj o A0 nd MIS;L‘);'q can be obtained from the expressions for

Mekij.q 'U“/(ﬂl)q’ and '““kz/) defined in Model I, respectively, by replacing glgzqgsq

(m)

by gkm] lvsq”
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The average power consumption of the secondary user per packet during transmission is given by:

2 N-11 K

\h ‘2 > ) Zzl T kuij Z g,gm)(Zm -1

k=0 u=0 i=0;=0

- ( )
Zk:o Zu:O Zt:o Zj ”kuuz 1gk:¢nz/

p? = (43)

1.4 Delay and collision analysis

As mentioned before, in this paper, we focus on minimizing the probability of loss. However, to compare the results
to those in [21,22] where the average packet delay is minimized, we will also present the average delay analysis. The
relation between the average number of packets in any system L, the average arrival rate A, the average waiting time W
in this system, and the probability of loss € is given by Little’s law [26,27], where L = A(1 — €) W. Hence, we can write
the secondary user’s average packet delay as:

2 1 K‘
popap L
_(1) N =0 = j=
DY = n

21 a1 —eW)

11

"
Z Z Z Z/nkul}

—(2)_/( u=0 i=0j=1
D - n

=0
2y -e

where

no 2 1 K min{m;j,n—K-+j—1p} )
Z Z Z Z Z ankllgkz/ Z

¢ _lpzl k=0i=0 j=K—n+I, m=0

(46)

M=
SR

Y
1

Y
N-1 min{m;j,n—K~+j—Ip}

no 2 K
Z Z Z Z Z Z ! nkmlgkut} n

I,=1k=0i=0 u=0 j=K—n+1, m=0

@ _

:\Q

The derivations of (46) and (47) can be found in [20]. The probability of collision £, will be equivalent to the probability
of receiving a NACK at the end of a time slot under the assumption that the primary user transmits with fixed rate. Thus,

1
(=3 Z i (48)

i=0 j=0
1 N-1 K

(2) Z Z Z T Ouij- (49)

i=0 u=0 j=0

1.5 Retransmission policy

The case when neither the primary user nor the secondary user retransmits the collided packets was shown in the
previous sections. In this section, we will show the modifications needed to account for the case when one or both users
retransmit the collided packets.
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1.5.1 Retransmission of the primary user’s collided packets

In this case, when a collision occurs, the primary user retransmits its packets with probability 1; thus, no sensing is
necessary in the time slot that follows receiving a NACK. Also, for Model II, the belief probability in the next time slot
will equal to zero since the primary user will be active with probability one. Hence, we have for both models (Note that
(7) denote retransmission scenario),

A A N s [1=0
Pr(p(0) =slF(t - 1) =1) = Cyy = [ . 120 (50)
and for Model II, we have
~ 1 /=0,v=0
CV:{CVZ;&O (1)

1.5.2 Retransmission of the secondary user’s collided packets

In this case, when a collision occurs, the event that the secondary user’s queue decreases will happen with zero probabil-
ity since the secondary user will not drop the collided packets; hence, the secondary user’s queue will either stay constant
or increase due to the arrival of new packets during the last time slot. Therefore, the only change in the transition
probabilities calculated above is in the case of i = 0 and / = 0, where from (13), we can write:

kojosg = CUPH{F(t—1) = 0[F(t —2) =k, y(t — 1) = 0, Qs(t — 1) = j}
x Pr{Qs(t) =qIF(t—1) =0,F(t —2) =k, y(t — 1) = 0,Qs(t — 1) = j}
=P iV ®) =) - qlFe -2 =k y(t -1 =0,Qt ~ 1) = |

ala-a) 0<j<K-1 j=gq )
e j=q=k
_ ) cPca . ‘ o
B o 0<j<K-2 j+1=<qg<min{fj+nK-1}
(1)
GO K+)K-n<j<K-1 ¢q=K
0 otherwise

where C; = 6(1 — Pd)/(8(1 —-Pp+@A1-6)1-— Pfa)). Note that the same changes applies also for Model II.

1.6 Power control policy

We will now investigate the case when power control is allowed. Let P(¢) denote the transmission power policy at the
tth time slot, where P(¢) € {0,1}. The policy P(f) = O represents the case when the secondary user transmits with
power calculated from (2), i.e., assuming the primary user is idle. On the other hand, P(¢) = 1 represents the case when
the secondary user transmits with power calculated from (3), i.e., assuming the primary user is active in time slot ¢.
Note that, the chosen power policy depends on the chosen transmission rate of the secondary user. However, for a given
secondary user rate m, power level 0 is calculated using (2) by setting Rs0 = m and power level 1 s calculated using (3)
by setting Rs; = m. In this case, collision occurs if the secondary user transmits any number of packets using policy
P(t) = 0 when the primary user’s true state is active.

1.6.1 Modell

Let g,ig.l’p ) denote the probability of transmitting m packets using policy p given that the system is in state (k(t), i(t), j(t)).
Hence,

g? =Pr{At+1) =mP(t+1) = plF(t — 1) = k,y () = i, Qs() = j} . (53)
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The transition probabilities can be written as follows:

Mg =PrEE =1 =Ly(®) =5 Q) = qlF(t = 2) =k y(t = 1) = ,Qu(t = 1) = }} (54)
=Y Pt - D) =Ly =5Q0) =qIF(t -2 =k y(t—1) =, Qs(t — 1) = j, A(t) = m, P(t) = p}
nm,p
x Pr{As(t) = m,P(t) = p|F(t —2) =k, y(t—1) =i,Qs(t — 1) =} (55)

= Zgijf’”Pr{F(t D) =LQ0) =qlFt—2) =ky(t—1) =, Q(t — 1) =j,As(t) = m, P(t) = p}

x Pr{y(t) =sIFt—1) =LQut) =g Ft —2) =k y(t—1) = ,Qu(t — 1) =/, A;(t) = m, P(t) = p} (56)
=Y g COPHE( - 1) =L, Q) = qIF(t = 2) = k,y (t— 1) = i, Qs(t — 1) = j, As(8) = m, P(t) = p}.

mp
(57)
Hence (Note that (.)% denote using power control),
1) (0) —
s Mkijq I=2
c1-00-Pp) (1) .
G0—P)+(1-0)(1—Pp) Hkijg ' = 0p=01=1
ca-0Pu (4 .
TP 0y i i=Lp=01=1
w D (+
)‘kij,lsq - Cs(l)'ul(a})q p=Ll=1 : (58)
cPoa-ry) ) . —0/—
TP+ -0 APy Mhijg L= 0P =0,1=0
cVory (4 P —_0/—
7P+ (1—018 Mg i=1Lp=01=0
0 otherwise
Note that C{" is as given by (17).
The average power consumption of the secondary user per packet during transmission is given by:
min {#1,j} Pax (MP) L
|h |2 Z nkl] Zl Z gkl] 2[9 a(2m - 1)
- m= =
PP = - , (59)
min {71/} Prayx np)
Z TCkij Z Z gkl]
kij m=1 p=0
where P, can be expressed as:
ll1<m<a

Note that the average packet delay and the collision probability can be found from (44) and (48), respectively, with the
exception of the probability of loss which will be:

n 2 1 K min {”’}} Prax

Yyy ¥ > kg

lp=1k=0i=0j=K—n+l, m=0 p=0

(61)
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1.6.2 Modelll
Let gng ) denote the probability of transmitting m packets using policy p given that the system is in state

(k(t), i(t), u(t),j(t)). Hence,
g = Pr{Ag(t+1) = m Pt +1) = plF(t — 1) = k, L) = uA, y (6) = ;, Qs(t) = J}. (62)
The transition probabilities can be written as follows:

Moinsg = PHECE =) = LLE®) = vA, y () =5, Q) = qIF(t —2) =k, Lt = 1) =uA,y(t = 1) =i, Qy(t — 1) = j}
(63)

=Y Pr{F(t—1) = LL®) =vA,y() =5,Q(t) = qIF(t —2) =k L(t = 1) = ul, y(t — 1) =, Q(t — 1) =,
mp

As(t) = m, P(t) = p} x Pr{As(t) = m, P(t) = plF(t —2) =k Lt —1) =ul,y(t—-1) =5 Q-1 =/}  (64)

= Zglgzp)Pr{F(t D)=0LQs@t) =qlFt—2) =k Lt—1)=uly(t—1)=iQs(t—1) =j,Ast) =m,

X P(t) = p}
X Pr{L(t) = vA|IF(t —1) =, Qs(t) = ¢, F(t —2) =k, Lt — 1) = ul, y(t — 1) = i, Qs(t — 1) = j, As(t) = m,
x P(t) = p}
x Priy(t) =s|F(t—1) =1, Qs(t) = ¢, L(t) =vA,F(t —2) = kLt — 1) =ul,y(t —1) =i, Qs(t — 1) =},
As(t) = m, P(t) = p} (65)

Zg;;”l”)c@c@)l)r{ﬂt D=15Q0)=qlFt—2)=kLt-1) =ul,yt—1)=iQt—1) =jA(t) =m,

x P(t) = p} (66)

where Cﬁp) =Pr{l(t) =vAIFt—-1)=LFt—-2)=kLt—-1)=ul,y(t—1) =iQs(t —1) =j,As(t) = m,P(t) = p};
hence,
1/=0vA=h

1/=1,p=0vA=1-b

uAP(1-b)+(1—uA)Psh

1 vA = MAPfaJr(l*MA)Pd |A;l€{1,2};p=l,i=1,k=0
CP =11 va =4 (log(1 + 22 (B2 — 5 +1)Ial € (LY p = Li= 1Lk £0 : (67)
_ uA(lfpfa)(lfb)ﬁ»(lqu)(lde)h _ . _
1vA = S e rmanyiery |l € (L2 p = 1,i=0,k =0

1 VA_Q(log(1+uA4+(1 o) (Lh “;fd>)+1)|A,le{1,2},p=1,i=o,k¢o

0 otherwise
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Note that when / = 2, there is no meaning top = 0 or p = 1 since there is no transmission. Also, CS(ZZ) is as given by

(41). Thus, the transitions probability AP can be written such that:

km/ lvsq

®) ~(2) (0) _
C, Cl“kuqq =2

P Runarn
A—ud)(A—Pg)+ud(1—Pp) Mkuijq

i=0,p=0,l=1k=0

c?c®a-ppy)

S, B —+ .
Pip (1 — Bliog(1 +Bg)> uih = 0p=01=1k#0

2
a” ClubPu (4
(A—ul)Py+ulPy H’kuij,q

C(P)C(Z) . )
ﬁ( —%log(1+B4))ug;q i=1,p=0,l=1k#0
») _ ) (2
)Lkuij,lvsq - C(p C( ) /(;—l)lq = LLp=1 ’ (68)

aPcla-ur)1-Py) (4
T=ud) 1—Pp) +ud 1—Pg) Pkuijq

C(P)C(2>Bl
=7 ((1 4 By) log(1 + Bs) — )nglq i=0,p=01=0k#0
C‘(,p)Cs(j)(lqu)Pd -

A—ud) P+ ubPy, Mruijq

cPcp
=2 (14 B3) log(1+ Ba) — A) il i=1,p=0,1=0k#0

0 otherwise

A(Pfa —Py)
uA(Pﬁl —Py)+P,;
The average power consumption of the secondary user per packet during transmission is given by:

where B3 = ﬁ and By =
a

mln 'l} Pmax

T X Tr LY G PR 1)

Py — kuij m=1 p=0 (69)
min {7/} Ppax (m P)
Z T kuij Z Z gkm}
k,u,inj m=1 p=0
The average packet delay and the collision probability can be found from (45) and (49), respectively, and
no 2 N-1 K min {71/} Pax mp)
W) o
P30 30N VNS s WE N
=1k=0i=0 u=0 j= + m= =
@r = * S M (70)

n

2%y

y=1
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1.7 Scheduling algorithm

This scheduling algorithm aims to minimize the probabil-
ity of packet loss of the secondary user under an average
power constraint at the secondary user and a maximum
probability of collision of the primary user packets. The
goal is to design the transmission rate probabilities g,g;')

and g(m)

e in the case when no power control is allowed

and the transmission rate/power probabilities g,igl’p )

g,((::z,p ) in the case of power control. In order to put the
(m) (m)

problem on a linear form, we define X =8k Tkije Since

> o g]((:;?) = 1, then, m; = >, 7 x,((;;'), and we can
(1m) (m) s (m) _  (m) ,~Mij (m)

recover g from Xp USING & = Xy /2o X - We

now replace each g/((;;') ki by x/(;;')

and

in¢, Pand Lp-
The design problem is now given by:

min €
X

s.t. P < Py

8p = Cpmax (71)
Q=0 1'x=1
K =0 ki jm

where P,y and £p, . are the maximum average power per
packet for the secondary user and the maximum collision
probability at the primary user, respectively. Note that the

matrix Q is formed by replacing each g]((:.}'?)nki, intA =nx

by x,((:;') The objective function and the constraints in the
above optimization problem are linear; hence, the prob-
lem can be solved in polynomial time [28,29]. Note that
the analysis in (71) is made for Model I with no power
control, but it applies to all the other cases.

Note that the scheduling algorithm can be rerun every
scheduling period over which the channel gains are
assumed constant and change only from one period to
the next. We assume that the common receiver has infor-
mation about the queue states at each time slot and
the transition probabilities of the users. The transition
probabilities need only be sent once at the beginning of
transmission between the users and the common receiver.
As for the queue states, they are sent as a feedback mes-
sage from the users at the end of each transmission. This
information can be fedback using a small number of bits
which in turn do not cause significant overhead. Also, note
that in our model, the common receiver is basically a base
station that coordinates the communication between the
primary and secondary users. In conclusion, the schedul-
ing algorithm determines the probabilistic transmission
rates of the users under different scenarios which can be
calculated at the beginning of each scheduling period, and
then the users randomly access the network using the
calculated probabilities.
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1.8 Numerical results

1.8.1 Proposed scheme performance

We first investigate the performance of the proposed
scheme which accounts for sensing errors and compare
it to different schemes. The shown results are for o2 =
|hs|*=1, P3=0.8, P;;=0.3, K=10,n=6,a=4, L, =3,and
Cpmax = 0.03. The performance of the scheme is evaluated
for Models I and II with @ =6 =0.5, b=0.4, and 7 = 0.6
in the case when neither the primary user nor the sec-
ondary user retransmits the collided packets and with no
power control. The average packet delay and the through-
put of the secondary user are compared in Figures 4 and
5, respectively, to the case of perfect sensing and the un-
cognitive scheme in which the algorithm does not take
into consideration sensing errors and assume the sensing
is perfect. Note that in the un-cognitive case, the average
delay and throughput are calculated via a queue simula-
tion in which the packets arrive according to the arrival
process described before and are served using the trans-
mission probabilities calculated assuming perfect sensing.
The proposed scheme is also compared to the baseline
scheme in which both users can have and transmit a
maximum of one packet per time slot [9].

The results show the significant improvement in the
secondary user throughput even with sensing errors over
the baseline scheme. However, this comes at the expense
of an increase in the average packet delay. On the other
hand, we see that the proposed scheme results in a higher
delay and lower throughput than the un-cognitive one in
which sensing errors are not accounted for. This can be
attributed to the more conservative design in the pro-
posed scheme so that a certain level of quality of service
at the primary user is preserved. To see this, we need to
compare the probability of collision of the primary user’s
packets for these schemes. Figure 6 shows that though
the un-cognitive scheme has better performance in terms
of delay and throughput, it violates the maximum prob-
ability of collision constraint at the primary user and
thus degrades the primary user throughput severely as
shown in Figure 7. Note that Model II shows better perfor-
mance than Model I. This is because Model I is evaluated
when the primary user is idle 50% of the time and Model
II is evaluated when the primary user is idle 60% of
the time.

1.8.2 Retransmission of collided packets impact

We will now investigate the impact of retransmitting the
collided packets at the average packet delay and through-
put of the secondary user. In Figures 8 and 9, we compare
the average packet delay and throughput of the secondary
user, respectively, of the proposed scheme when neither
the primary nor the secondary user retransmits the col-
lided packets and when both users retransmit them. We
see that, retransmission can result in throughput gain;
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Figure 5 Secondary user’s throughput versus maximum average power allowed.
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Figure 9 Secondary user’s throughput versus maximum average power allowed with retransmission.




Saleh et al. EURASIP Journal on Wireless Communications and Networking 2013, 2013:198
http://jwen.eurasipjournals.com/content/2013/1/198

Page 21 of 25

Average packet delay (Time slot)

250

200

150

—— 0=0.2 with power control Model |

—6— 6=0.5 with power control Model |

—&6— b=0.2 & h=0.8 with power control Model ||
—&— b=0.4 & h=0.4 with power control Model ||
+=%="6=0.2 without power control Model |
=0~ 6=0.5 without power control Model |

=@~ b=0.2 & h=0.8 without power control Model || B
‘=4~ b=0.4 & h=0.4 without power control Model ||

Maximum average power allowed at the secondary user (Watt/Packet)

Figure 10 Average packet delay versus maximum average power with power control.

Secondary user throughput (Packet/Time slot)

—— 0=0.2 with power control Model |

—6— 0=0.5 with power control Model |

—&6— b=0.2 & h=0.8 with power control Model II
—&— b=0.4 & h=0.4 with power control Model Il
+=%="0=0.2 without power control Model |
=0~ 0=0.5 without power control Model |
== b=0.2 & h=0.8 without power control Model ny
=4~ b=0.4 & h=0.4 without power control Model Il

Il Il Il Il Il

2 3 4 5 6 7 8 9 10
Maximum average power allowed at the secondary user (Watt/Packet)

Figure 11 Secondary user’s throughput versus maximum average power with power control.
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however, it will come at the expense of increasing the aver-
age packet delay. Hence, the results suggest that choosing
to retransmit the collided packets is application depen-
dent, i.e., if the secondary user has a delay-sensitive appli-
cation, the collided packets should be dropped from the
queue immediately after the first transmission. However,
if the secondary user can tolerate a small increase in the
delay, retransmission of the collided packets will result in
improving its throughput.

1.8.3 Power control impact

In this simulation, we evaluate the impact of using power
control on the proposed scheme for Model I and at &, ., =
0.01. In Figure 10, we notice that optimizing the power
policy does not cause any significant gain/loss in the
average packet delay. However, the throughput of the sec-
ondary user improved significantly specially in the high
transmission power zone as shown in Figure 11. This
improvement is due to the fact that at high power, the sec-
ondary user can choose to transmit most of the time with
policy 1; thus, the probability of collision decreases, and
the throughput increases significantly.

1.8.4 Analysis verification

In this simulation, we verify the correctness of the analy-
sis by performing a queue simulation in which the primary
user’s packets arrive according to (6) in Model I and (7) in
Model II. The secondary user’s packets arrive according to
(8) and are served according to the transmission probabili-
ties calculated via the scheduling algorithm. The resultant
average packet delay is compared to the one calculated
from the analysis for both Models I and II in Figure 12,
and the results verify the correctness of the analysis.

1.8.5 Probability of loss versus average delay minimization

In this simulation, we compare the performance via mini-
mizing the probability of packet loss described in (71) and
minimizing the average packet delay as in [21,22]. Note
that the probability of loss is linear in the optimization
variable xl’(’:j; hence, the new optimization problem is a
linear program. However, the average delay is linear frac-
tional; hence, the optimization problem is quasi-convex.
The quasi-convex optimization problem will be solved
iteratively using the interior point method. The intuition
behind minimizing the probability of loss problem formu-
lation is that if the loss in optimality is marginal and can
be tolerated by the secondary user, the complexity of the
algorithm will reduce significantly. Figure 13 shows the
resultant average packet delay after solving the scheduling
algorithm by minimizing the average packet delay and for
the case when the objective is minimizing the probability
of loss. The results show that the average packet delay of
the linear problem is slightly higher than the optimal aver-
age delay from the original problem. However, as shown
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by Figure 14, the throughput achieved via minimizing
the probability of loss is higher than the one achieved by
minimizing the average delay. Figure 15 shows the signif-
icant gain in the time required to solve the problem and
consequently the complexity.

2 Conclusion

In this paper, we have proposed a scheduling algorithm
that designs the transmission probabilities of a secondary
user transmitting over a primary user channel to a com-
mon receiver. The algorithm takes into account sensing
errors and guarantees a certain quality of service level
at the primary user. The proposed algorithm minimizes
the probability of packet loss of the secondary user under
an average power constraint and a maximum probabil-
ity of collision constraint at the primary user. We have
also investigated the case when neither the primary user
nor the secondary user retransmits the collided packets in
addition to the cases when one or both users retransmit
the collided packets. A power control policy is intro-
duced and shown to achieve a significant improvement in
the secondary user throughput without affecting the pri-
mary user’s transmission. The problem is posed as a linear
problem and simulations results have been presented that
verify the correctness of the analysis.
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