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Abstract

This paper studies the bit error rate (BER) performance of an adaptive decode-and-forward (DF) relaying scheme for a
cooperative wireless network operating on independent and identically distributed (i.i.d.) or independent and
non-identically distributed (i.n.d.) Rayleigh fading channels. The considered network is with one source, K relays, and
one destination in which binary frequency-shift keying modulation is employed to facilitate noncoherent
communications. A relay decodes and retransmits the received signal to the destination only if its decision variable is
larger than the corresponding threshold. Depending on the availability of the information of whether a particular relay
retransmits or remains silent, the destination combines the received signals from all the relays and the received signal
from the source or only the received signals from the retransmitting relays and the received signal from the source to
detect the transmitted information. The average end-to-end BERs are determined in closed-form expressions. The
thresholds employed at the relays are investigated to minimize the end-to-end BERs. Analytical and simulation results
are provided to validate our theoretical analysis. The obtained results show that the studied scheme improves the BER
performance significantly compared to the previous proposed piecewise-linear (PL) scheme. In addition, the
information of whether a particular relay retransmits or remains silent at the destination does not really improve the
BER performance of the network.

Keywords: Cooperative diversity; Relay communications; Frequency-shift keying; Fading channel;
Decode-and-forward protocol

1 Introduction
Spatial diversity is a well-known technique to mitigate the
fading effects in a wireless channel [1]. However, in some
wireless applications, such as ad-hoc networks, imple-
menting multiple transmit and/or receive antennas to
provide spatial diversity might not be possible due to the
size and cost limitations. Cooperative (or relay) diversity
is attractive for such networks, i.e., networks with mobile
terminals having single-antenna transceivers, since it is
able to achieve spatial diversity. The basic idea is that
a source node transmits information to the destination
not only through a direct link but also through the relay
links [2-9]. Cooperative protocols have been classified into
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three main groups: amplify-and-forward (AF), decode-
and-forward (DF), and compress-and-forward (CF) [2,10].
With DF, relays decode the source’s messages, re-encode,
and retransmit to the destination. However, it is not sim-
ple to provide cooperative diversity with the DF protocol.
This is due to possible retransmission of erroneously
decoded bits of the message by the relays [2,5,6,11].
In recent years, muchmore research works have focused

on noncoherent cooperative networks, i.e., the networks
in which channel state information (CSI) is assumed to be
unknown at the receivers (relays and destination) [12-16].
It is due to the fact that true values of the CSIs can-
not actually be obtained in realistic systems. Differential
phase-shift keying (DPSK), a popular candidate in non-
coherent communications, has been studied for both AF
and DF protocols in [12-15]. However, with the DF pro-
tocol in [13], the authors considered an ideal case that
the relay is able to know exactly whether each decoded
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symbol is correct or not. The works in [14,15] examine
a very simple cooperative system with one source, one
relay, and one destination node. A framework of nonco-
herent cooperative diversity for the DF protocol employ-
ing frequency-shift keying modulation, another popular
modulation scheme in noncoherent communications, has
been studied in [16]. The maximum likelihood (ML)
demodulation was proposed to detect the signals at the
destination. A suboptimal piecewise linear (PL) scheme
was also proposed in [16] to eliminate the nonlinearity
of the ML scheme. However, it should be mentioned that
the closed-form BER approximations for both ML and PL
schemes in [16] are not available for networks with more
than one relays. Furthermore the BER performance with
either ML or PL demodulation can still be limited by the
error propagation phenomenon [8].
To address the issue of error propagation in nonco-

herent cooperative networks in [16], the work in [17]
employs two different thresholds: one threshold is used
at the relays to select retransmitting relays and the other
threshold is used at the destination for detection. By utiliz-
ing the maximal ratio combining (MRC), the destination
combines the signals from the retransmitting relays and
the signal from the source to make the final decision.
The results show that the proposed scheme can signif-
icantly improve the error performance. Unfortunately,
the closed-form BER expressions are only available for
the single-relay and two-relay networks [17]. As such, the
optimal threshold values could not be found easily for
networks with more than two relays. To overcome this
limitation, reference [18] employs the selection combin-
ing, i.e., select a received signal with the largest decision
variable, for the detection of the transmitted informa-
tion. With this detection scheme, the average end-to-end
BER is analytically determined in a closed-form expres-
sion with arbitrary number of relays. The scheme still
significantly improves the BER performance compared
to either ML or PL schemes. However, the work in [18]
assumes that there is no direct link between the source
and destination and the network operates on independent
and identically distributed (i.i.d.) Rayleigh fading chan-
nels. Also, the theoretical analysis of the diversity order is
not provided.
This work is concerned with a general network, i.e., a

multiple-relay network operated on either i.i.d. or non-
identically distributed (i.n.d.) Rayleigh fading channels.
In particular, after receiving the signal in the first phase
from the source, relay i decodes and retransmits if its
decision variable is larger than the corresponding thresh-
old, θ thr,i . Otherwise, it remains silent. Two scenarios are
considered: (i) the information of whether a particular
relay decodes and retransmits or remains silent in the sec-
ond phase is unavailable at the destination (scenario 1),
(ii) the information of whether a particular relay decodes

and retransmits or remains silent in the second phase is
available at the destination. The destination combines the
signals from all the relays and the signal from the source
(scenario 1) or only the signals from the retransmitting
relays and the signal from the source (scenario 2) to detect
the transmitted information. The average BERs of the pro-
posed schemes are computed in closed-form expressions.
Using the derived BERs, the optimal threshold values are
determined to minimize the average BERs of the net-
works. Furthermore, approximate thresholds that achieve
a full-diversity order are derived. Numerical results verify
that our obtained BER expressions are accurate. More-
over, our proposed scheme provides a superior perfor-
mance under different channel conditions compared to
the previous proposed piecewise-linear (PL) scheme in
[16]. Since the information of whether a particular relay
retransmits or remains silent does not really improve the
BER performance of the network; the relays do not need
to send such information to the destination to reduce the
complexity of the network.
The remainder of this paper is organized as follows:

Section 2 describes the system model; Section 3 presents
the BER computation for scenario 1; the BER compu-
tation for scenario 2 is derived in Section 4; the opti-
mal and approximate threshold values are discussed in
Section 5; analytical and simulation results are presented
in Section 6; finally, Section 7 concludes the paper.

2 Systemmodel
Consider a wireless network as illustrated in Figure 1,
whereK relays help one source node to communicate with
its destination. Every node has only one antenna and oper-
ates in a half-duplex mode (i.e., a node cannot transmit
and receive simultaneously). The K relays communicate
with the destination over orthogonal channels and the DF
protocol is employed at each relay. The source, relays, and
destination are denoted and indexed by node 0, node i,
i = 1, . . . ,K , and node K + 1, respectively.
Signal transmission from the source to destination is

completed in two phases as follows: in the first phase, the
source broadcasts a BFSK signal. In the baseband model,
the received signals at node i are written as

y0,i,0 = (1 − x0)
√
E0h0,i + n0,i,0, (1)

y0,i,1 = x0
√
E0h0,i + n0,i,1, (2)

where h0,i and n0,i,k are the fading channel coefficients
between node 0 and node i and the noise component at
node i, i = 1, . . . ,K + 1, respectively. E0 is the average
transmitted symbol energy of the source. In (1) and (2), the
third subscript k ∈ {0, 1} denotes the two frequency sub-
bands used in BFSK signalling. Furthermore, the source
symbol x0 = 0 if the first frequency subband is used and
x0 = 1 if the second frequency subband is used.
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Figure 1 Awireless relay network.

For the DF protocol, node i decodes the signal received
from the source and retransmits a BFSK signal to the
destination. If node i transmits in the second phase, the
baseband received signals at the destination are given by

yi,K+1,0 = (1 − xi)
√
Eihi,K+1 + ni,K+1,0, (3)

yi,K+1,1 = xi
√
Eihi,K+1 + ni,K+1,1, (4)

where Ei is the average transmitted symbol energy sent by
node i and ni,K+1,k is the noise component at the destina-
tion in the second phase. Note that if the ith relay makes a
correct detection, then xi = x0. Otherwise xi �= x0.
The channel between any two nodes is assumed to

be Rayleigh flat fading, modeled as1 CN (0, σ 2
i,j), where

i, j refer to transmit and receive nodes, respectively. The
noise components at the relays and destination are mod-
eled as i.i.d. CN (0,N0) random variables. The instanta-
neous received SNR for the transmission from node i
to node j is γi,j = Ei|hi,j|2/N0 and the average SNR is
γ i,j = Eiσ 2

i,j/N0. With Rayleigh fading, the probability
distribution function (pdf) of γi,j is fi,j(γi,j) = 1

γ i,j
e−γi,j/γ i,j .

2.1 ML and PL schemes
A study [16] discusses a framework for ML detection in
noncoherent cooperative communications in which the
relays always decode and retransmit the received signals.
After receiving K + 1 signals from the source and relays
and assuming that the destination knows all the average
SNRs of the relay-destination links, the ML detector for a
noncoherent DF cooperative network can be shown to be
[16]

K∑
i=1

f (ti) + t0 ≷0
1 0, (5)

where ti = γ i,K+1
(1 + γ i,K+1)N0

(|yi,K+1,0|2 − |yi,K+1,1|2
)
,

i = 0, . . . ,K (6)

f (ti) = ln
(1 − εi)eti + εi
εieti + (1 − εi)

, i = 1, . . . ,K (7)

and εi is the average probability of error at node i which
is also assumed to be available at the destination. When
the conventional envelope detector is used to detect BFSK
signal at the ith relay, one has εi = 1/(2+γ 0,i). Therefore,
requiring to know all εi at the destination is equivalent to
requiring the knowledge of all the average SNRs of source-
relay links.
Though being optimal, the nonlinear behavior of (7)

makes the implementation of the ML detector as well as
its BER analysis very difficult. Therefore, a piecewise lin-
ear approximation to f (ti) is proposed in [16] to overcome
these disadvantages. The approximation is as follows:

f (ti) ∼= fPL(ti) =

⎧⎪⎪⎨⎪⎪⎩
−Ti, for ti ≤ −Ti

ti, for − Ti ≤ ti ≤ Ti

Ti, for ti ≥ −Ti

(8)

where Ti = ln[ (1 − εi)/εi] and εi < 1/2. The above
approximation is shown in [16] to be very tight. Due to
the linear behavior of the PL scheme, it is more amenable
to practical implementation. Moreover, the error per-
formances of the ML and PL schemes are very close.
Therefore, the PL scheme shall be used as a benchmark to
analyze the BER performance of our proposed scheme.

2.2 Previous adaptive relaying scheme
The proposed scheme in [17] is summarized as fol-
lows: after receiving the signal from the source, node
i decodes and retransmits a BFSK signal if the magni-
tude of the energy difference in two subbands θ0,i =∣∣|y0,i,0|2 − |y0,i,1|2

∣∣ satisfies θ0,i > θ thr,i
2. If node i transmits
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in the second phase, the received signals at the destination
in the two subbands are given as in (3) and (4). Otherwise,
node i remains silent. In this case, the outputs in the two
subbands are

yi,K+1,0 = ni,K+1,0, (9)
yi,K+1,1 = ni,K+1,1. (10)

Then the destination compares the magnitude of the
energy difference in the two subbands of each relay-
destination link, i.e., θi,K+1 = ∣∣|yi,K+1,0|2 − |yi,K+1,1|2

∣∣ for
i = 1, . . . ,K , with the threshold θ thd to decide a retrans-
mitting relay. If θi,K+1 > θ thd , the destination marks the ith
relay as a retransmitting relay. Otherwise it marks it as a
silent relay.
Finally, the destination combines the signals from the

retransmitting relays and the signal from the source to
decode. Based on the available information at the destina-
tion, the optimum detector is of the following form [16]:

� =
K∑
i=0

γ i,K+1
(γ i,K+1 + 1)N0

(|yi,K+1,0|2 − |yi,K+1,1|2
)
δi ≷0

1 0,

(11)

where δi = 1 if node i is marked as a retransmitting relay,
and δi = 0 otherwise.
It is worth to mention again that the closed-form BER

expressions were only available for the single-relay and
two-relay networks for this scheme. As such, the impor-
tant task of optimizing the threshold values has to rely on
numerical search for networks with more than two relays.

2.3 Proposed scheme
The proposed scheme is illustrated in Figure 2. Different
from the work in [17], this work does not assume that
all the relays have the same average SNRs to the source

and to the destination, i.e., i.i.d. Rayleigh fading channels.
Therefore, K thresholds {θ thr,1, θ thr,2, . . . , θ thr,K } are employed.
Similar to [17], if node i transmits in the second phase, the
outputs in the two subbands are given as in (3) and (4).
Otherwise, the outputs in the two subbands are as in (9)
and (10).
As mentioned earlier, this paper studies two different

scenarios: (scenario 1) the information of whether a par-
ticular relay retransmits or remains silent in the second
phase is unavailable at the destination. In this scenario,
the destination combines the received signals from all the
relays and the received signal from the source to detect
the transmitted information, i.e., the detector is written as
(11) where δ0 = δ1 = · · · = δK = 1, scenario 2) this sce-
nario assumes that the destination knows exactly whether
a particular relay transmits or remains silent in the second
phase. Hence, the detector is also as (11) where δi = 1 if
node i is a retransmitting relay, and δi = 0 otherwise. It
is noted that the detector in [17] employs a threshold to
mark whether a particular relay is a retransmitting relay
or not. It is clear that the performance of the detector in
[17] is always worse than the performance of the detec-
tor in scenario 1, but better than the performance of the
detector in scenario 2. However, the complexity is inverse.
On the other hand, the advantage of the detection in this
study over the study in [17] is that it allows a closed-form
BER expression for a general network with K relays.
In the next sections, we derive the average BERs for

two scenarios under i.i.d. and i.n.d. Rayleigh fading chan-
nels. Using the derived BERs, the optimal thresholds are
numerically found in Section 5.

3 BER analysis for scenario 1
Recall that scenario 1 assumes that the information of
whether a particular relay retransmits or remains silent
in the second phase is unavailable at the destination. The

Figure 2 System description of the proposed scheme.
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detector is as (11) where δ0 = δ1 = · · · = δK = 1. To
compute the average BER expression, the detector can be
rewritten as

� =
K∑
i=0

γ i,K+1
(γ i,K+1 + 1)N0

|yi,K+1,0|2

−
K∑
i=0

γ i,K+1
(γ i,K+1 + 1)N0

|yi,K+1,1|2 = X − Y ≷0
1 0,

(12)

We adopt the convention that i.i.d. fading channels
means that all the relays have the same average SNRs to
the source and to the destination, i.e., γ 0,1 = γ 0,2 = · · · =
γ 0,K = γ 1 and γ 1,K+1 = γ 2,K+1 = · · · = γ K ,K+1 = γ 2.
Otherwise, the term ‘i.n.d. fading channels’ is used. In
what follows, the average BERs for scenario 1 under i.i.d.
and i.n.d. Rayleigh fading channels are derived.

3.1 i.n.d. fading channels
We assume that the set Srelay = {1, 2, . . . ,K} of K relays
are divided into three disjoint subsets �C,�I, and �S
where �C,�I, and �S are the sets of relays that forward a
correct bit, an incorrect bit, and remain silent in the sec-
ond phase, respectively. The probability of occurrence of
{�C,�I,�S} can be computed as [17,18]

P(�C,�I,�S)=
∏

i∈�C∪�I

[
1−I1(θ thr,i , γ 0,i)

] ∏
i∈�S

I1(θ thr,i , γ 0,i)

×
∏
i∈�C

[
1 − I2(θ thr,i , γ 0,i)

]
×
∏
i∈�I

I2(θ thr,i , γ 0,i)

(13)

where I1(θ thr,i , γ 0,i) is the probability that the magnitude
of the energy difference in the two subbands at node i is
smaller than the corresponding threshold, i.e., θ0,i < θ thr,i .
It is given as [17,18]

I1(θ thr,i , γ 0,i) = 1 + γ 0,i
2 + γ 0,i

(
1 − e−θ thr,i /(1+γ 0,i)

)
+ 1

2 + γ 0,i

(
1 − e−θ thr,i

)
.

(14)

On the other hand, I2(θ thr,i , γ 0,i) is the probability of error
at node i, i = 1, . . . ,K , given that the magnitude of the
energy difference in the two subbands is larger than the
threshold, i.e., θ0,i > θ thr,i . It is computed as [17,18]

I2(θ thr,i , γ 0,i) = 1
1 − I1

(
θ thr,i , γ 0,i

) e−θ thr,i

2 + γ 0,i
(15)

The average BER of the network is equal to

BER(θ thr,1, θ thr,2, . . . , θ thr,K ) =
∑

�C∈Srelay

∑
�C∩�I=∅,�I∈Srelay

× P(�C,�I,�S)P(ε|�C,�I,�S)

(16)

where the conditioned BER given {�C,�I,�S} is found as
(see Appendix 1)

P(ε|�C,�I,�S) = A1D1
2 + γ 0,K+1

+
∑
i∈�C

D1Biγ 0,K+1
(1 + γ 0,K+1)γ i,K+1 + γ 0,K+1

+
∑

i∈�I∪�S

D1Ciγ 0,K+1
(1 + γ 0,K+1)γ i,K+1/(1 + γ i,K+1) + γ 0,K+1

+
∑
i∈�I

A1Eiγ i,K+1
γ i,K+1 + γ 0,K+1

+
∑
i∈�C

∑
j∈�I

EjBiγ j,K+1

γ j,K+1 + γ i,K+1

+
∑

i∈�I∪�S

∑
j∈�I

CiEjγ j,K+1(1 + γ i,K+1)

(1 + γ i,K+1)γ j,K+1 + γ i,K+1

+
∑

i∈�C∪�S

A1Fiγ i,K+1
(1 + γ i,K+1)γ 0,K+1 + γ i,K+1

+
∑
i∈�C

∑
j∈�C∪�S

BiFjγ j,K+1

(1 + γ j,K+1)γ i,K+1 + γ j,K+1

+
∑

i∈�I∪�S

∑
j∈�C∪�S

CiFjγ j,K+1(1+γ i,K+1)

(1+γ j,K+1)γ i,K+1+γ j,K+1(1+γ i,K+1)

(17)

where

A1=
∏
i∈�C

(
1− γ i,K+1

γ 0,K+1

)−1 ∏
i∈�I∪�S

(
1− γ i,K+1

(1+γ i,K+1)γ 0,K+1

)−1
,

(18)

Bj =
(
1 − γ 0,K+1

γ j,K+1

)−1 ∏
i∈�C,i�=j

(
1 − γ i,K+1

γ j,K+1

)−1

∏
i∈�I∪�S

(
1 − γ i,K+1

(1 + γ i,K+1)γ j,K+1
s
)−1

,

(19)

Cj=
(
1− γ 0,K+1(1+γ j,K+1)

γ j,K+1

)−1 ∏
i∈�C

(
1− γ i,K+1(1+γ j,K+1)

γ j,K+1

)−1

∏
i∈�I∪�S,i�=j

(
1 − γ i,K+1(1 + γ j,K+1)

γ j,K+1(1 + γ i,K+1)

)−1

,

(20)
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D1 =
∏
i∈�I

(
1 − γ i,K+1(1 + γ 0,K+1)

γ 0,K+1

)−1

∏
i∈�C∪�S

(
1 − γ i,K+1(1 + γ 0,K+1)

γ 0,K+1(1 + γ i,K+1)

)−1
,

(21)

Ej =
(
1 − γ 0,K+1

γ j,K+1(1 + γ 0,K+1)

)−1 ∏
i∈�I,i�=j

(
1 − γ i,K+1

γ j,K+1

)−1

∏
i∈�C∪�S

(
1 − γ i,K+1

γ j,K+1(1 + γ i,K+1)

)−1

,

(22)

Fj =
(
1 − γ 0,K+1(1 + γ j,K+1)

γ j,K+1(1 + γ 0,K+1)

)−1

∏
i∈�I

(
1 − γ i,K+1(1 + γ j,K+1)

γ j,K+1

)−1

∏
i∈�C∪�S,i�=j

(
1 − γ i,K+1(1 + γ j,K+1)

γ j,K+1(1 + γ i,K+1)

)−1

.

(23)

3.2 i.i.d. fading channels
Since all the relays are assumed to have the same aver-
age SNRs to the source and to the destination, i.e., γ 0,1 =
γ 0,2 = · · · = γ 0,K = γ 1 and γ 1,K+1 = γ 2,K+1 = · · · =
γ K ,K+1 = γ 2, all the relays employ the same threshold, i.e.,
θ thr,1 = · · · = θ thr,K = θ thr . Similar to the previous section,
three disjoint subsets �C,�I, and �S are divided. Assume
that |�C| = M, |�I| = N , and |�S| = L where |�| denotes
the cardinality of the set�. Clearly, K = M+N+L. Using
the moment-generating function (MGF) technique as in
Appendix 1, the average BER of the network in this case
can be computed as

BER(θ thr ) =
K∑

M=0

K∑
N=K−M

= P(M,N , L)P(ε|M,N , L)

(24)

where the probability of occurrence of {M,N , L} is

P(M,N , L) =
(
K
M

)(
K − M

N

)[
1 − I1(θ thr , γ 1)

]M+N

×
[
1 − I2(θ thr , γ 1)

]M [
I2(θ thr , γ 1)

]N
×
[
I1(θ thr , γ 1)

]L
.

(25)

Meanwhile, the conditional BER given {M,N , L} can be
determined as

P(ε|M,N , L) = A1D1
2 + γ 0

+
M∑
i=1

BiD1

[
1 −

i−1∑
k=0

(1 + γ 0)γ
k
0γ 2

(γ 0 + (1 + γ 0)γ 2)
k+1

]

+
N+L∑
i=1

CiD1

[
1 −

i−1∑
k=0

(1 + γ 0)γ
k
0γ 2/(1 + γ 2)

(γ 0 + (1 + γ 0)γ 2/(1 + γ 2))
k+1

]

+
N∑
i=1

A1Ei

[
1 −

(
γ 0

γ 0 + γ 2

)i]

+
N∑
j=1

M∑
i=1

EjBi

[
1 −

i−1∑
k=0

(k + j − 1)!
k! ( j − 1)!

1
2k+j

]

+
N∑
j=1

N+L∑
i=1

EjCi

[
1 −

i−1∑
k=0

(k + j − 1)!
k! ( j − 1)!

(1 + γ 2)
k

(2 + γ 2)
k+j

]

+
M+L∑
i=1

A1Fi

[
1 −

(
γ 0

γ 0 + γ 2/(1 + γ 2)

)i]

+
M+L∑
j=1

M∑
i=1

FjBi

[
1 −

i−1∑
k=0

(k + j − 1)!
k! ( j − 1)!

(1 + γ 2)
j

(2 + γ 2)
k+j

]

+
M+L∑
j=1

N+L∑
i=1

FjCi

[
1 −

i−1∑
k=0

(k + j − 1)!
k! ( j − 1)!

1
2k+j

]

(26)

A1 =
(
1 − γ 2

γ 0

)−M (
1 − γ 2

γ 0(1 + γ 2)

)−N−L
, (27)

Bi = γ i−M
2

(M − i)!
∂M−i

∂sM−i

[ (
1 + γ 0s

)−1

×
(
1 + γ 2

1 + γ 2
s
)−N−L

]
s=−1/γ 2

,
(28)

Ci = γ i−N−L
2

(N + L − i)!
∂N+L−i

∂sN+L−i

[ (
1 + γ 0s

)−1

×(1 + γ 2s)−M
]
s=−(1+γ 2)/γ 2

,
(29)

D1 =
(
1+ γ 2(1 + γ 0)

γ 0

)−N (
1 + γ 2(1 + γ 0)

γ 0(1 + γ 2)

)−M−L
,

(30)

Ei = γ i−N
2

(N − i)!
∂N−i

∂sN−i

[(
1 + γ 0

1 + γ 0
s
)−1

×
(
1 + γ 2

1 + γ 2
s
)−M−L

]
s=−1/γ 2

,
(31)

Fi = γ i−M−L
2

(M + L − i)!
∂M+L−i

∂sM+L−i

[(
1 + γ 0

1 + γ 0
s
)−1

× (1 + γ 2s
)−N

]
s=−(1+γ 2)/γ 2

.
(32)
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To summarize, the final expressions of the average BERs
of the proposed adaptive relaying scheme for scenario 1
under i.n.d. and i.i.d. fading channels can be analytically
computed by substituting all the related expressions into
(16) and (24). Based on the average BERs, the optimal
threshold values shall be chosen to minimize the average
BER.

4 BER analysis for scenario 2
In this section, we derive the average BER for a K-relay
network in which the destination exactly knows the infor-
mation of whether a particular relay transmits or remains
silent in the second phase. Similar to scenario 1, two dif-
ferent cases are considered: (i) the transmission is over
i.n.d. Rayleigh fading channels, (ii) the transmission is
over i.i.d. Rayleigh fading channels. The detector in (11) is
rewritten as

� =
K∑
i=0

γ i,K+1
(γ i,K+1 + 1)N0

|yi,K+1,0|2δi

−
K∑
i=0

γ i,K+1
(γ i,K+1 + 1)N0

|yi,K+1,1|2δi = X − Y ≷0
1 0,

(33)

where δi = 1 if node i is a retransmitting relay, and δi = 0
otherwise.

4.1 i.n.d. fading channels
With three disjoint subsets �C,�I, and �S defined in
the previous section, the subset �S is known at the des-
tination in this scenario. It is clear that the destination
does not combine the received signals from the relays
that belongs to the subset �S. Therefore, the conditioned
BER given {�C,�I,�S} can be found by eliminating the
subset �S in (17). Similarly, A1,Bj,Cj,D1,Ej, and Fj are
defined as in (18) to (23) but eliminating the subset �S
(see Appendix 2). Meanwhile, the probability of occur-
rence of {�C,�I,�S} and the average BER of the network
are computed as (13) and (16), respectively.

4.2 i.i.d. fading channels
Similar to Section 3.2, the average BER of the network
and the probability of occurrence of {M,N , L} are given
in (24) and (25), respectively. Meanwhile, the conditioned
BER given {M,N , L} can be found by removing the L
component in (26) (see Appendix 3).

5 Optimal and approximate thresholds
The choice of the thresholds can strongly affect the
BER performance. If the thresholds are either too large
(relays rarely retransmit, i.e., the system degenerates to
the source-destination channel) or too small (relays always
retransmit, i.e., the retransmission of erroneously decoded

bitsmakes the error performance worse), the performance
of the network resembles that of a point-to-point system
because in either case, the diversity order of the system is
equal to one. Hence, one is interested in finding the opti-
mal thresholds for the proposed relaying scheme. With
the closed-form BERs obtained in the previous sections,
the optimization problem for the i.n.d. fading channel case
can be set up as follows:(

θ̂ thr,1, θ̂ thr,2, . . . , θ̂ thr,K
)

= arg min
(θ thr,1,θ

th
r,2,...,θ

th
r,K )

BER
(
θ thr,1, θ thr,2, . . . , θ thr,K

)
.

(34)

Meanwhile, the optimization problem for the i.i.d. fading
channel case can be set up:

θ̂ thr = argmin
θ thr

BER
(
θ thr

)
. (35)

The above optimization problems can be solved by some
optimization techniques such as the Lagrange method
[19] since the average BER expressions have been set up.
However, the exponential terms in the final BER expres-
sions render closed-form solutions intractable. Therefore,
the optimization problem in (34) or (35) is simply solved
by using the MATLAB Optimization Toolbox command
‘fmincon’ designed to find the minimum of a given con-
strained nonlinear multivariable function. It should be
noted that the average BERs formulated in the previous
sections only require information on the average SNRs of
the source-destination, source-relay, and relay-destination
links. The optimization problems can therefore be solved
off-line for typical sets of average SNRs and the obtained
optimal threshold values are stored in a look-up table.
It is clear from (34) and (35) that a closed-form solution

for optimal threshold values is very difficult, if not impos-
sible, to find. Therefore, in what follows, we propose an
approximate threshold θ th,∗r and prove that by using those
thresholds, the system can achieve the maximum diversity
order of (K + 1) for both scenarios.

Theorem 1. With or without the information of whether
a relay retransmits in the second phase at the destination,
the threshold θ th,∗r = Q log cγ where γ = E0/N0 is suffi-
cient for achieving a full diversity order of K + 1 for any
Q ≥ K and a positive constant c.

Proof. Appendix 4

6 Simulation results
In this section, simulation results are provided to ver-
ify the analytical results derived in Sections 3 and 4.
Furthermore, the performances with optimal thresholds
are provided to illustrate the advantages of the proposed
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scheme compared to other existing schemes. In all simula-
tions, the noise components at the destination and relays
are modeled as i.i.d. CN (0, 1) random variables.
Figures 3 and 4 plot the average BERs at the destination

for two scenarios and under different channel conditions.
Specifically, the thresholds are arbitrarily chosen as {θ thr,1 =
θ thr,2 = θ thr,3 = 2} for the three-relay network with scenario
1 in Figure 3, while they are set as {θ thr,1 = θ thr,2 = 2} for
the two-relay network with scenario 2 in Figure 4. The
channel variance of the network is denoted by σ 2 where
σ 2 =[ σ 2

0,1, . . . , σ 2
0,K , σ

2
0,K+1, σ

2
1,K+1, . . . , σ

2
K ,K+1]. In both

networks, the transmitted powers are set to be the same
for the source and relays. The two figures clearly show that
analytical results (shown in lines) and simulation results
(shown as marker symbols) are identical, hence verifying
our analysis in Sections 3 and 4.
Next, Figures 5 and 6 present the comparative perfor-

mances of the PL scheme, the two-threshold schemes in
[17], and the proposed scheme with scenarios 1 and 2,
for the case of i.i.d. Rayleigh fading in a two-relay net-
work. It should also be noted that the channel variances
of all communication links are set to be σ 2 = [2 2 0.5 1 1],
i.e., the relays are nearby the source, for Figure 5 and
σ 2 = [2 2 1 20 20], i.e., the relays are close to the desti-
nation, for Figure 6. The figures show that our proposed
scheme outperforms the PL scheme. Since the relays in
the PL scheme always decode and forward the received
signals, they can induce error propagation, hence limiting
the BER performance of the system. Meanwhile, the relays
in our proposed schemes are designed to be adaptive, i.e.,
decode and forward the received signals only when the
received signals are reliable, hence limiting the error prop-
agation. The figures also confirm that the performance of
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10

−5

10
−4

10
−3

10
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−1

10
0

Average Power per Node (dB)

B
E

R

σ2 = [0.5 0.5 0.5 0.2 0.5 0.5 0.5]

σ2 = [0.5 1 1.5 0.2 0.4 0.6 0.8]

Figure 3 BERs of three-relay cooperative networks with scenario
1 when θ thr,1 = θ thr,2 = θ thr,3 = 2. Exact analytical values are shown in
lines and simulation results are shown as marker symbols.
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σ2 = [1 1.5 0.2 0.6 0.8]

Figure 4 BERs of two-relay cooperative networks with scenario 2
when θ thr,1 = θ thr,2 = 3. Exact analytical values are shown in lines and
simulation results are shown as marker symbols.

the detector in [17] is in-between the performances of the
detectors of scenario 1 and scenario 2. When the relays
place nearby the source as in Figure 5, i.e., the source-relay
links are strong, the relays likely decodes and forwards
the received signals. Hence, the BER performance of the
proposed scheme of scenario 1 achieves that of the two-
threshold scheme. However, the performance of scenario
1 is a little bit worse than that of the two-threshold scheme
as illustrated in Figure 6 when the relays are close to the
destination, i.e, the source-relay links are poor. In this
case, the relays likely remain silent in the second phase. It
is also clear that the BER performance of scenario 2 is the
best since the information of retransmitting relays is avail-
able at the destination. The figures also show that BER
difference between scenario 1 and scenario 2 is not much
since the detector of scenario 1 only adds noise compo-
nents from silent relays to the final decision form. It also
explains why the BERs of two scenarios have the same
slope as observed in Figures 5 and 6.
Finally, Figure 7 illustrates the usefulness of the pro-

posed scheme where three-relay and four-relay networks
are considered. It is seen from Figure 7 that the proposed
scheme yields a much better BER performance than the
PL scheme, especially at the high SNR region.

7 Conclusion
The paper studied the BER performance of an adap-
tive decode-and-forward relaying scheme in noncoherent
cooperative networks with K + 2 nodes. BFSK is used to
modulate the signals at both the source and the relays. The
channels between any two nodes are Rayleigh fading. The
studied scheme employs thresholds to select retransmit-
ting relays. A relay decodes and retransmits if its decision
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Figure 5 BERs of a two-relay network with different schemes
when σ 2 = [2 2 0.5 1 1].

variable is larger than the corresponding threshold. Oth-
erwise it remains silent. The average BERs for K-relay
networks with i.i.d. and i.n.d. Rayleigh fading channels are
derived for two different scenarios. Optimal thresholds
are chosen to minimize the average BER. The full diver-
sity are verified with approximate thresholds. Simulation
results were provided to corroborate the analysis. Per-
formance comparison reveals that the proposed scheme
improves the error performance significantly compared to
the previous proposed PL scheme.

Appendices
Appendix 1: conditional probability of error for case 1 of
scenario 1
We first review pdf and MGF of some related ran-
dom variables. When the transmitted bit at node i is ‘0’,
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Figure 6 BERs of a two-relay network with different schemes
when σ 2 =[ 2 2 1 20 20].
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Figure 7 BERs of a three-relay network with different schemes
when σ 2 =[ 6 4 2 0.5 1 3 5].

the pdfs of two random variables Zi,K+1,0 and Zi,K+1,1,
defined as Zi,K+1,0 = γ i,K+1

γ i,K+1+1 |yi,K+1,0|2 and Zi,K+1,1 =
γ i,K+1

γ i,K+1+1 |yi,K+1,1|2, are given, respectively, by [17]

fZi,K+1,0(x) = 1
γ i,K+1

e−x/γ i,K+1 (36)

fZi,K+1,1(x) = 1 + γ i,K+1
γ i,K+1

e−x(1+γ i,K+1)/γ i,K+1 (37)

So the MGFs3 of Zi,K+1,0 and Zi,K+1,1 are derived, respec-
tively, as

MZi,K+1,0(s) = 1
1 + γ i,K+1s

(38)

MZi,K+1,1(s) = 1
1 + γ i,K+1

1+γ i,K+1
s

(39)

Recall that �C,�I, and �S are the sets of relays that for-
ward a correct bit, an incorrect bit, and remain silent in
the second phase, respectively. The MGFs of X and Y in
(12) are expressed, respectively, as4

MX(s) = (1 + γ 0,K+1s
)−1 ∏

i∈�C

(
1 + γ i,K+1s

)−1

∏
i∈�I∪�S

(
1 + γ i,K+1

1 + γ i,K+1
s
)−1 (40)

MY (s) =
(
1 + γ 0,K+1

1 + γ 0,K+1
s
)−1 ∏

i∈�I

(
1 + γ i,K+1s

)−1

∏
i∈�C∪�S

(
1 + γ i,K+1

1 + γ i,K+1
s
)−1

(41)
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Using partial fractions, (40) and (41) can be rewritten as

MX(s) = A1
(
1 + γ 0,K+1s

)−1 +
∑
i∈�C

Bi
(
1 + γ i,K+1s

)−1

+
∑

i∈�I∪�S

Ci

(
1 + γ i,K+1

1 + γ i,K+1
s
)−1

(42)

MY (s) = D1

(
1+ γ i,K+1

1+γ i,K+1
s
)−1

+
∑
i∈�I

Ei
(
1+γ i,K+1s

)−i

+
∑

i∈�C∪�S

Fi
(
1 + γ i,K+1

1 + γ i,K+1
s
)−1

(43)

where A1,Bj,Cj,D1,Ej, and Fj are defined in (18) to (23).
Taking the inverse Laplace transform of MX(s) and

MY (s), the pdfs of X and Y are, respectively, as

fX(x) = A1
γ 0,K+1

e−
x

γ 0,K+1 +
∑
i∈�C

Bi
γ i,K+1

e−
x

γ i,K+1

+
∑

i∈�I∪�S

Ci
(
1 + γ i,K+1

)
γ i,K+1

e−
x(1+γ i,K+1)

γ i,K+1

(44)

fY (x) = D1(1 + γ 0,K+1)

γ 0,K+1
e−

x(1+γ 0,K+1)

γ 0,K+1 +
∑
i∈�I

Ei
γ i,K+1

e−
x

γ i,K+1

+
∑

i∈�C∪�S

Fi(1 + γ i,K+1)

γ i,K+1
e−

x(1+γ i,K+1)

γ i,K+1

(45)

Thus, the conditioned BER given {�C,�I,�S} can be
computed as

P(ε|�C,�I,�S) = P(X < Y )

=
∫ +∞

0

(∫ y

0
fX(x)dx

)
fY (y)dy.

(46)

By performing the integrals in (46), the conditioned BER
given {�C,�I,�S} is found as in (17).

Appendix 2: conditional probability of error for case 1 of
scenario 2
Similar to Appendix 1, the conditioned BER given
{�C,�I,�S} for case 1 of scenario 2 is found as

P(ε|�C,�I,�S) = A1D1
2 + γ 0,K+1

+
∑
i∈�C

D1Biγ 0,K+1
(1 + γ 0,K+1)γ i,K+1 + γ 0,K+1

+
∑
i∈�I

D1Ciγ 0,K+1
(1 + γ 0,K+1)γ i,K+1/(1 + γ i,K+1) + γ 0,K+1

+
∑
i∈�I

A1Eiγ i,K+1
γ i,K+1 + γ 0,K+1

+
∑
i∈�C

∑
j∈�I

EjBiγ j,K+1

γ j,K+1 + γ i,K+1

+
∑
i∈�I

∑
j∈�I

CiEjγ j,K+1(1 + γ i,K+1)

(1 + γ i,K+1)γ j,K+1 + γ i,K+1

+
∑
i∈�C

A1Fiγ i,K+1
(1 + γ i,K+1)γ 0,K+1 + γ i,K+1

+
∑
i∈�C

∑
j∈�C

BiFjγ j,K+1

(1 + γ j,K+1)γ i,K+1 + γ j,K+1

+
∑
i∈�I

∑
j∈�C

CiFjγ j,K+1(1 + γ i,K+1)

(1 + γ j,K+1)γ i,K+1 + γ j,K+1(1 + γ i,K+1)

(47)

where

A1 =
∏
i∈�C

(
1− γ i,K+1

γ 0,K+1

)−1 ∏
i∈�I

(
1− γ i,K+1

(1 + γ i,K+1)γ 0,K+1

)−1
,

(48)

Bj =
(
1 − γ 0,K+1

γ j,K+1

)−1 ∏
i∈�C,i�=j

(
1 − γ i,K+1

γ j,K+1

)−1

×
∏
i∈�I

(
1 − γ i,K+1

(1 + γ i,K+1)γ j,K+1
s
)−1

,

(49)

Cj =
(
1 − γ 0,K+1(1 + γ j,K+1)

γ j,K+1

)−1

×
∏
i∈�C

(
1 − γ i,K+1(1 + γ j,K+1)

γ j,K+1

)−1

×
∏

i∈�I ,i�=j

(
1 − γ i,K+1(1 + γ j,K+1)

γ j,K+1(1 + γ i,K+1)

)−1

,

(50)

D1 =
∏
i∈�I

(
1 − γ i,K+1(1 + γ 0,K+1)

γ 0,K+1

)−1

×
∏
i∈�C

(
1 − γ i,K+1(1 + γ 0,K+1)

γ 0,K+1(1 + γ i,K+1)

)−1
,

(51)

Ej =
(
1 − γ 0,K+1

γ j,K+1(1 + γ 0,K+1)

)−1 ∏
i∈�I,i�=j

(
1 − γ i,K+1

γ j,K+1

)−1

×
∏
i∈�C

(
1 − γ i,K+1

γ j,K+1(1 + γ i,K+1)

)−1

,

(52)
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Fj =
(
1 − γ 0,K+1(1 + γ j,K+1)

γ j,K+1(1 + γ 0,K+1)

)−1

×
∏
i∈�I

(
1 − γ i,K+1(1 + γ j,K+1)

γ j,K+1

)−1

×
∏

i∈�C,i�=j

(
1 − γ i,K+1(1 + γ j,K+1)

γ j,K+1(1 + γ i,K+1)

)−1

.

(53)

Appendix 3: conditional probability of error for case 2 of
scenario 2
The conditioned BER given {M,N , L} for this case is found
as

P(ε|M,N , L) = A1D1
2 + γ 0

+
M∑
i=1

BiD1

(
1 −

i−1∑
k=0

(1 + γ 0)γ
k
0γ 2

(γ 0 + (1 + γ 0)γ 2)
k+1

)

+
N∑
i=1

CiD1

(
1 −

i−1∑
k=0

(1 + γ 0)γ
k
0γ 2/(1 + γ 2)

(γ 0 + (1 + γ 0)γ 2/(1 + γ 2))
k+1

)

+
N∑
i=1

A1Ei

(
1 −

(
γ 0

γ 0 + γ 2

)i)

+
N∑
j=1

M∑
i=1

EjBi

(
1 −

i−1∑
k=0

(k + j − 1)!
k! (j − 1)!

1
2k+j

)

+
N∑
j=1

N∑
i=1

EjCi

(
1 −

i−1∑
k=0

(k + j − 1)!
k! (j − 1)!

(1 + γ 2)
k

(2 + γ 2)
k+j

)

+
M∑
i=1

A1Fi

(
1 −

(
γ 0

γ 0 + γ 2/(1 + γ 2)

)i
)

+
M∑
j=1

M∑
i=1

FjBi

(
1 −

i−1∑
k=0

(k + j − 1)!
k! (j − 1)!

(1 + γ 2)
j

(2 + γ 2)
k+j

)

+
M∑
j=1

N∑
i=1

FjCi

(
1 −

i−1∑
k=0

(k + j − 1)!
k! (j − 1)!

1
2k+j

)

(54)

where

A1 =
(
1 − γ 2

γ 0

)−M (
1 − γ 2

γ 0(1 + γ 2)

)−N
, (55)

Bi = γ i−M
2

(M − i)!
∂M−i

∂sM−i

[ (
1 + γ 0s

)−1

×
(
1 + γ 2

1 + γ 2
s
)−N

]
s=−1/γ 2

,
(56)

Ci = γ i−N
2

(N − i)!
∂N−i

∂sN−i

[ (
1 + γ 0s

)−1

× (1 + γ 2s)−M
]
s=−(1+γ 2)/γ 2

,
(57)

D1 =
(
1 + γ 2(1 + γ 0)

γ 0
s
)−N (

1 + γ 2(1 + γ 0)

γ 0(1 + γ 2)
s
)−M

,

(58)

Ei = γ i−N
2

(N − i)!
∂N−i

∂sN−i

[(
1 + γ 0

1 + γ 0
s
)−1

×
(
1 + γ 2

1 + γ 2
s
)−M

]
s=−1/γ 2

,
(59)

Fi = γ i−M
2

(M − i)!
∂M+L−i

∂sM−i

[(
1 + γ 0

1 + γ 0
s
)−1

× (1 + γ 2s
)−N

]
s=−(1+γ 2)/γ 2

.
(60)

Appendix 4: proof of theorem 1
To simplify our derivation, we consider the i.i.d. case for
both scenarios. Generalization of the analysis to the net-
works with arbitrary qualities of source-relay and relay-
destination links is straightforward and thus omitted. In
what follows, the events that no relay retransmits and at
least one relay retransmits in the second phase are param-
eterized by � = 1 and � = 2, respectively. The average
BER of the network with a given threshold θ thr can be
written as

BER
(
θ thr

)
=

2∑
i=1

P(ε,� = i) (61)

where P(ε,� = i) is the average BER at the destination in
the case � = i.
We verify Theorem 1 for scenario 2 first. Obviously

P(ε,� = 1) can be calculated as follows:

P(ε,� = 1) = 1
2 + γ 0

(
I1(θ th, γ 1)

)K
. (62)

Since θ thr = Q log cγ and

lim
γ 1→∞

1 −
(

1
cγ

) Q
1+γ 1

log(γ )/γ
= Q

γ 1
γ

= Qσ 2
1 , (63)

one has5

P(ε,� = 1) = 1
(2 + γ 0)

⎧⎨⎩ 1
(2 + γ 1)

⎛⎝(1 + γ 1)

×
⎡⎣1 −

(
1
cγ

) Q
1+γ 1

⎤⎦+ 1 −
(

1
cγ

)Q⎞⎠⎫⎬⎭
K

�
(
log(γ )

)K
γ K+1 .

(64)

On the other hand, P(ε,� = 2) can be written as

P(ε,� = 2) =
K∑
i=1

P�=2(ε|i)P�=2(i), (65)
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where P�=2(ε|i) and P�=2(i) denote the conditioned BER
and case probability for the case that there are i relays that
transmit in the second phase. One has

P�=2(i) =
(
K
i

)(
I1(θ th, γ 1)

)K−i (
1 − I1(θ th, γ 1)

)i
≤
(
K
i

)(
I1(θ th, γ 1)

)K−i
�
(
log(γ )

)K−i

γ K−i .

(66)

Furthermore, P�=2(ε|i) can be written as

P�=2(ε|i) =
i∑

k=0
P�=2,i(ε|k)P�=2,i(k), (67)

where P�=2,i(ε|k) and P�=2,i(k) denote the conditioned
BER and case probability for the case that in i retransmit-
ting relays, k relays decode the signal correctly. P�=2(ε|i)
can be upper-bound as

P�=2(ε|i) ≤
i∑

k=1
P�=2,i(k) + P�=2,i(ε|k = i) (68)

Note that P�=2,i(ε|k = i) is the probability of error when
all i retransmitting relays decode the signal correctly, thus

P�=2,i(ε|k = i) =
(

1
2 + γ 2

)i+1
�
(
1
γ

)i+1
(69)

and

P�=2,i(k) =
(
i
k

)(
I2(θ th, γ 2)

)i−k
� 1

γQ+1 . (70)

In summary, the average BER of the network is upper
bounded on

BER (θth) ≤
(
log(γ )

)K
γ K+1 +

K∑
i=1

(
log(γ )

)K−i

γ K−i

×
( i∑
k=1

(
1

γQ+1

)i−k
+
(
1
γ

)i+1
)

�
(
log(γ )

)K
γ K+1

(71)

where Q ≥ K .
When γ approaches infinity, one can ignore the term

log γ . Thus, the diversity order of (K + 1) can be achieved
when Q ≥ K , and the proof is complete with scenario
2. Now, we continue with scenario 1. The derivation of
P(ε,� = 2) in scenario 1 is similar to that in scenario 2,
i.e., P(ε,� = 2) ≈ (log(γ ))

K

γ K+1 . Hence, we need to prove that
when γ → ∞,P(ε,� = 1) has a diversity order of K + 1
for scenario 1.

Recall that the case � = 1 happens when no relay
retransmits in the second phase. Therefore, the condi-
tional BER given � = 1 can be computed by applying (26)
withM = N = 0 and L = K . We thus obtain

P(ε|� = 1) = A1D1
2 + γ 0

+
L∑

i=1
CiD1

×
[
1 −

i−1∑
k=0

(1 + γ 0)γ
k
0γ 2/(1 + γ 2)

(γ 0 + (1 + γ 0)γ 2/(1 + γ 2))
k+1

]

+
L∑

i=1
A1Fi

[
1 −

(
γ 0

γ 0 + γ 2/(1 + γ 2)

)i
]

+
L∑
j=1

L∑
i=1

FjCi

[
1 −

i−1∑
k=0

(k + j − 1)!
k! (j − 1)!

1
2k+j

]
(72)

When γ → ∞, one verifies that then A1 � 1,Ci �
γ i−L−1,D1 � 1, Fi � γ i−L, so

P(ε|� = 1) ≤ A1D1
2 + γ 0︸ ︷︷ ︸
�γ −1

+
L∑

i=1
CiD1︸ ︷︷ ︸

�γ i−L−1

+
L∑

i=1
A1Fi︸︷︷︸
�γ i−L

×
[
1 −

(
γ 0

γ 0 + γ 2/(1 + γ 2)

)i
]

︸ ︷︷ ︸
�γ −1

+
L∑
j=1

L∑
i=1

FjCi︸︷︷︸
�γ 2i−2L−1

� γ −1

(73)

Similarly, the probability of occurrence � = 1 can be
computed by applying (13) and becomes

P(ε|� = 1) �
(
log(γ )

γ

)K
. (74)

Hence, P(ε,� = 1) ≈ (log(γ ))
K

γ K+1 , so the theorem is
proved.
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