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Abstract

A cognitive radio ad hoc network (CRAHN) can be considered as a special delay tolerant network (DTN) that is
composed of mobile secondary users (SUs) with social characteristics. Given intermittent connectivity and spectrum
availability, it is a challenging issue regarding how to transmit messages between SUs in a reliable and effective way in
CRAHNs. To tackle this challenge, we propose a social-aware opportunistic routing and relay selection scheme, called
SoRoute, which first predicts the link reliability based on a new social-relationship-aware mobility model and then
fuses the relationships of SUs to make a routing and relay decision. In our design, different prediction schemes are
employed for the nodes with different relationships. A message is forwarded to the relay node with the largest
encounter probability with the destination. The evaluation results demonstrate that our social-based opportunistic
routing scheme significantly improves the performance compared to the existing routing schemes such as Direct
Delivery, First Contact, MaxProp, and Prophet.
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1 Introduction
A cognitive radio (CR) [1] is a promising technology to
address the spectrum scarcity problem and improve spec-
trum utilization, which enables secondary users (SUs)
opportunistically access the vacant spectrum bands allo-
cated to primary users (PUs) [2-8]. Due to the specific
characteristics of CR, it has broad application prospects.
For example, CR technology can be combined withmobile
ad hoc networks, which is called cognitive radio ad hoc
networks (CRAHNs) [9], in which wireless devices can
dynamically establish networks using the vacant spec-
trum bands allocated to PUs without the need of fixed
infrastructures. However, the distinct characteristics of
CRAHNs, such as the mobility of nodes and the limita-
tion of spectrum, result in intermittent connectivity in
such networks. The lack of a sustainable end-to-end path
makes CRAHNs appear to be delay tolerant networks
(DTNs) [10,11]. All of the DTN routing methods share
a similar characteristic, the ‘store-carry-forward’ fashion.
That means a DTN node can store and carry the data until
it encounters a suitable node.
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From a routing perspective, a link is considered to be
reliable if the link duration time is longer than the time
required for transmitting data. It is an unreliable link
otherwise. An unreliable link may be broken frequently.
When any link of a path fails, this path has to be either
repaired by finding another link or replaced entirely with
a new path. These rerouting operations waste the scarce
radio resource and battery power, and rerouting delay may
also affect quality of service (QoS) and degrade network
performances [12]. As a result, the reliability of a link is
an important criterion of measuring whether a link can be
used to forward a message. Furthermore, due to the limi-
tation of spectrum availability and node mobility, routing
in CRAHNs may incur a long delay. Thus, it is a chal-
lenging problem how to transmit messages reliably and
efficiently in CRAHNs.
Most of the existing DTN routing schemes [13-17] are

based on classic ad hoc networks, ignoring the spec-
trum availability. However, routing in CRAHNs should
take into consideration not only the mobility of nodes but
also the spectrum availability which is under the condi-
tion that SUs can not generate interference to PUs. In
addition, many previous works on routing in ad hoc net-
works assumed that messages would be forwarded com-
pletely once two nodes encounter with each other [18].
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Obviously, this assumption is unreasonable whenmessage
size is large and mobility is high. Based on the analysis
above, a link reliability prediction scheme is necessary in
CRAHNs. Mobile SUs have social relationships. Portable
devices, such as smart phones or ipads, are always car-
ried by human beings. Therefore, the mobility pattern of
these nodes corresponds to that of their users. Empirical
observations indicate there exists certain social relation-
ships between different people, and people of different
relationships have different social behaviors. For example,
friends stay together longer than strangers, and colleagues
or classmates meet more frequently than distant relations.
A link reliability can be better predicted and a routing
decision can be better made by exploring these social
relationships. A few of existing works considers the con-
cept of social networks in DTN routing. However, most
of these studies are made from the view of social charac-
teristics such as community and centrality. Few of them
model and conduct qualitative analysis on the link dura-
tion and encounter probabilities of SUs based on the
different relationships of the nodes.
In this paper, we propose a novel opportunistic rout-

ing and relay selection scheme, called SoRoute, which
forwards the messages based on the social relationships
between the nodes in a reliable and efficient way. The
main contributions of this paper are summarized as
follows:

• A new mobility model is proposed, which can
represent the mobility patterns of nodes with the
real-world social relationships.

• Based on this model, a link reliability metric and a
prediction algorithm are derived for the SUs with
different relationships, taking into account SUs’
transmission range limitation and interference with
PUs.

• We propose a routing and relay selection protocol
based on the social-aware link reliability.

• We demonstrate the proposed social-based
opportunistic routing scheme that significantly
improves the performance compared to the
existing routing schemes such as Direct Delivery,
First Contact, MaxProp, and Prophet.

To the best of our knowledge, this is the first work to
combine the concept of social relationships with the pre-
diction of link reliability for routing and relay selection.
The rest of this paper is organized as follows. Section 2
presents the related work. In section 3, network model
and mobility model are presented. Section 4 gives a brief
introduction of the social relationships between human
beings. The link reliability prediction algorithm is given in
section 5. The social-based opportunistic routing scheme
is described in section 6. In section 7, we demonstrate

the validity of our link reliability prediction algorithm.
The performance of the proposed routing scheme is also
evaluated. Section 8 gives the conclusions.

2 Related work
The existing DTN routing schemes can be categorized
into two classes, flooding [13,19,20] and forwarding
[21-23]. A flooding approach is based on the principle
of forwarding messages to all the neighboring nodes.
Due to the limitation of bandwidth and buffer space, the
flooding approach performs poorly in many situations.
A forwarding strategy uses certain knowledge about the
network to select a best path to the destination. Cheng
et al. [21] propose a location-based routing method for
DTN which can estimate the minimum distance between
the source and destination, then messages are transmit-
ted through the best path. In [22], the weight is assigned
to each node, which represents the suitability of the node
to deliver messages to a given destination. This algo-
rithm only delivers messages to the relay which has a
better weight than the current node, thus it is called
gradient routing strategy. Srinivasa and Krishnamurthy
[23] use ‘conditional inter-meeting time’ as a metric to
estimate the best path towards the destination, which
can achieve a high delivery rate and a short end-to-end
delay.
In addition, social-based routing algorithms have been

proposed to exploit certain social characteristics in DTN
[14-17,24,25]. Hui et al. [14] propose a forwarding strat-
egy named Bubble Rap, which focuses on the commu-
nity and centrality of the nodes. It delivers messages
by using the global ranking and the local ranking. In
[15], a SimBet Routing is proposed which exploits the
exchange of pre-estimated betweenness centrality metrics
and locally determined social similarity to the destination
node. Wang et al. [16] exploit the spatial locality, spatial
regularity, and activity heterogeneity of human mobility
to select relays. Wang et al. [17] summarize the behav-
ioral traits of human beings employed by existing PSN
routing schemes and give a survey on PSN routing tech-
niques. Bulut and Szymanski [24] introduce a new metric
for detecting the quality of friendships, and then the tem-
porally differentiated friendships are used to make the
forwarding decisions of messages. Gao et al. [25] study
multicast in DTNs from the social network perspective, in
which relay selections for multicast is formulated as a uni-
fied knapsack problem by exploiting node centrality and
social community structures.
However, none of the above works considered

CRAHNs. In CRNs, SUs can opportunistically access the
vacant bands allocated to PUs [2-8]. Huang et al. [11]
study a social-based routing in intermittently connected
mobile cognitive radio network, but it did not consider
the link reliability in message forwarding. Therefore, a
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link duration prediction scheme is needed to analyze the
reliability of a link. The existing work on link reliability
prediction is limited [26-28]. Han et al. [26] proposed an
algorithm, named LBRP, which can predict link availabil-
ity over a short time by a rough estimation of the distance
between two nodes. However, LBRP is based on the ran-
dom walk mobility model, which is too simple to reflect
the mobility in real world. In [27,28], a prediction-based
link reliability estimation algorithm and its enhanced ver-
sion were developed. These two algorithms try to predict
the probability of an active link between two nodes being
continuously available for a certain period of time. How-
ever, they are based on statistics and can only represent
the general tendency of the link availability. In addition,
a link prediction scheme is proposed for CR-MANETs
[29], which is aware of the interference to primary users.
However, this link prediction scheme is only based on
the current node movement and cannot accurately cal-
culate the link reliability. To the best of our knowledge,
there is no link reliability prediction scheme available in
literature that takes into account the social character-
istics and mobility of nodes, as well as interference to
the PUs.

3 Systemmodel
3.1 Network model
We consider a fixed primary network and a CR mobile
ad hoc secondary network as shown in Figure 1. The pri-
mary network consists of a primary base station (BS) and
M PUs with known locations, denoted as {PU1, PU2, · · · ,
PUM}. Coexisting with this primary network is a mobile
ad hoc secondary network, which is composed of N SUs
(i.e., mobile devices), denoted by {SU1, SU2, · · · , SUN }.

The primary spectrum band contains L orthogonal sub-
channels, and each PU is allocated a specific sub-channel,
simply assuming sub-channel k for PUk . PUs have the
rights of accessing the licensed bands for communications
with the primary BS, while SUs can only opportunistically
access the sub-channels for ad hoc device-to-device trans-
missions. In this model, we adopt an underlay spectrum
access mode, in which SUs can access the sub-channels
only when the interference temperature of PUs is lower
than the threshold that PUs can tolerate. Since SINR is a
function of transmit power and distance, for simplicity, we
assume that a SU transmits with a fixed low power. The
interference range of SUi, ρSi, is defined as the distance
between SUi and node r, out of which the interference
of SUi’s transmission to the signal reception of node r
can be ignored. In addition, PUs may have interference to
SUs. The interference range of PUk , ρPk , is thus defined
in a similar way. A definition for SUi detecting channel k
available is given as follows:

Definition 1. (Channel availability) SUi detects channel
k is available when it satisfies: (1) SUi is out of the inter-
ference range ρPk of PUk ; (2) SUi is out of the interference
range ρPbs of PU base station; and (3) PUk and PU base
station are both out of the interference range ρSi of SUi.

In this model, we assume that SUs are mobile devices
with CR functionality, which can detect the available
channel through spectrum sensing. One condition for a
successful communication between two SUs is that there
exists at least one common available channel between
them. In other words, only when two SUs detect the
same available channel can they transmit messages on this

Figure 1 Network model. The laptops are denoted as primary users, and the cell phones represent secondary users. The dotted circles denote the
interference range of PUs or SUs. In this example, there is a primary network with one PU base station and four primary users as well as a cognitive
radio ad hoc network. Each PU is allocated a specific sub-channel. According to Definition 1, both SU1 and SU2 detect that channel 1 is available,
therefore channel 1 is a common channel for their message transmission.
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common channel. The other condition is that the two SUs
are within their transmission range. Due to the limitation
of the transmission power, the distance between two SUs
can not be far away. Here, we make an assumption that
only when the distance between two nodes is no larger
than R0 can they communicate successfully, where R0 is
the transmission distance of each SU.

3.2 Mobility model
As it is mentioned above, PUs in this model are static
nodes, while SUs aremobile devices, such as smart phones
or ipads that are carried by human beings. As a result, the
mobility pattern of SUs corresponds to that of their users.
Empirical observation says the mobility of human beings
has the characteristic of both randomness and social-
ity. Randomness means people can change their moving
speed and direction arbitrarily, while sociality signifies
that there exists certain regulations during the movement
of each node. The traditional randomwalkmobility model
is then no longer suitable. A new mobility model that can
reflect the sociality between nodes is quite essential. In
this paper, we first propose a social-based mobility model
to simulate the mobility pattern of SUs. In this model,
SUs are assumed to have their position information avail-
able, which could be obtained via techniques proposed in
[30,31]. The whole area is partitioned into multiple zones
(Zm,m = 1, 2, · · · ,ω), which satisfies ∪Zm = � and
∩Zm = ∅. Each zone is determined by its functions, such
as teaching buildings, dormitory areas, playgrounds, and
dining rooms in a university campus. For different nodes,
the probability of entering each zone is different. Let χm

i
denote the probability for node imoving towards zonem.
We assign a special landmark to each zone to represent
all the places in this zone. For simplicity, the landmark is
located at the center of the zone, and it is expressed as
Cm for zone Zm. Each node’s movement can be divided
into a sequence of time intervals called mobility epochs
ξ , during which a node moves in a constant direction
and speed [26]. The epoch length is constant for all the
nodes. The speed of each SU node in one epoch is uni-
formly distributed over (vmin, vmax), while the direction is
discretely distributed, which points to Zm with probability
χm
i for node i. After each epoch ends, the nodes will make

a decision whether to have a pause. If there is any friend
around him, the node and his friends will have a short stay.
The pause time obeys a power law distribution because
few people stay together for a long time, and most have
a short stay. Speed, direction, epoch length, and pause
time are uncorrelated [26]. For a zone Zm, the more fre-
quently a node visits, the larger the probability of moving
towards Cm is. The socially closer the two nodes are, the
longer time they stay together. Obviously, the new mobil-
ity model is more coincidental to the mobility pattern of
human beings in the real world.

4 Analysis of social relationships
The social relationships among mobile nodes are more
likely to be long-term characteristic and less volatile than
node mobility. People with different relationships may
have different encounter frequencies and encounter dura-
tions. Therefore, the social relationship can be regarded as
an important criterion to predict the encounter duration
between two users, and it can also be used as a metric to
guide the relay selection.

4.1 Classification of social relationships
According to Granovetter’s theory [32], the social rela-
tionship between people can be divided into four cat-
egories according to their encounter frequencies and
encounter durations, as shown in Figure 2. The x-axis
denotes the encounter duration, and the y-axis denotes
the encounter frequency.

I. Close friends: Nodes in this relationship have not
only high encounter frequencies but also long
durations just like close friends in the real world.
Of course, this relationship is not common in the
real world.

II. Familiar strangers: Two nodes are defined as
familiar strangers if they encounter frequently but
the duration of each meeting is short. For example,
students who study in the same teaching building
but not knowing each other encounter with each
other several times a day; however, there exists no
communication when they meet. As a result, their
encounter duration is short.

Figure 2 Social relationships.
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III. Strangers: Nodes who have this relationship have
both a low encounter frequency and a short duration
time, just as the strangers in the real world, and this
relationship is quite common.

IV. Ordinary friends: If the encounter duration of two
nodes is quite long once they meet each other, even
if the encounter frequency is not high, we call these
nodes ordinary friends. Just like we can not meet our
friends frequently, but once we meet with each
other, we will stop or walk together to have a
conversation.

4.2 Application of social relationships in CRAHNs
From the analysis above, we can get that any two CR nodes
in CRAHNs have a certain relationship which belongs
to one of the above four categories. We propose to uti-
lize the concept of social relationships into the routing in
CRAHNs.

4.2.1 Application of social relationships in prediction of link
duration

Due to the fragility of the communication link, a link reli-
ability prediction scheme is essential. However, most of
the current studies ignored this aspect or just predict the
link duration without considering the social relationship.
Obviously, different relationships will result in different
link durations, for example, the link between two friends
should have a longer duration than that of two strangers.
Therefore, we propose to combine the concept of social
relationship with link duration prediction.

4.2.2 Application of social relationships for relay selection
Based on a large number of experiments and data statis-
tics, we find out that the social relationship has a good
stability. People used to meet with each other frequently

have a larger probability to encounter with each other
in the near future. In this paper, we intend to use the
social relationship as a metric to make a routing decision
and select the relay so as to make the transmission more
effective.

5 Analysis of link reliability
In this section, we propose a prediction scheme which can
judge the reliability of a link in a period of time. First, we
give the following definitions.

Definition 2. (Reliable link) If there exists at least one
common available channel between node i and node j,
and the available time of link (i, j) on any common chan-
nel is longer than the actual time required for transmit-
ting a message, then link (i, j) is defined as a reliable
one.

Definition 3. (Neighbors) The neighbors of node i is a set
of nodes which are within the transmission range R0 of node
i, denoted by Ni.

Assume at time t0, node i wants to transmit messages
with size Q to its destination di. Due to the limita-
tion of power, a direct transmission is infeasible if node
i is far away from node di. Therefore, node i has to
select relays for help. Assume that node i meets node
j at time t, the available common channel that node i
and node j detected through spectrum sensing is �t

ij =
{ch 1, . . . , ch k, . . . , chπ}, as illustrated in Figure 3.
The effective bit rate of link (i, j) on channel k can be

calculated by [4]:

Rk
ij = Bk log2

(
1 + S

N

)
= Bk log2

(
1 + Pihij

N0Bk

)
, (1)

Node Ni ode j

channel 1    channel  2     channel k          Common channel:

Analyze the spectrum reliability of
channel k when datas is transmitted 

from node i to node j

spectrum sensing

Figure 3 The common channel between node i and node j.
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where Bk is the bandwidth of channel k, Pi is the transmis-
sion power of node i, N0 is the noise spectral density, and
hij = κ

dμ
ij
represents the path loss between i and j, where κ

is the path loss constant, μ is the pass loss exponent, and
dμ
ij is the distance between i and j.
Having the bit rate Rk

ij, we can get the time for transmit-
ting data Q from i to j:

tkij = Q
Rk
ij
, (2)

It is obvious that tkij is the actual transmission time
needed for link (i, j) transmitting data Q on channel k.
To transmit the data completely, the time link (i, j) which
remains available needs to be longer than tkij. Next, we
will predict the probability of link (i, j) on channel k
remaining continuously available for time tkij, denoted by

Lkij
(
t, t + tkij

)
, short for Lkij. If Lkij is larger than a predefined

threshold, link (i, j) on channel k is considered to be reli-
able. Based on the specific characteristics of CRAHNs, the
interruption of a link can be classified into the following
two categories according to its contributing factors.
Physical interruption: A link will be interrupted if

the distance between two nodes becomes larger than the
transmission range R0. This kind of interruption is called
physical interruption.
CR interruption: CR interruption is determined by

spectrum availability. According to Definition 1, if the
common channel k between node i and node j becomes
unavailable, then link (i, j) on channel k will be CR inter-
rupted.
By the definition above, the prediction of Lkij is deter-

mined by two aspects, the first one is Ikij which is the prob-
ability that incurs no CR interruptions. The other aspect
is Pkij, which is the probability without causing physical
interruptions. The two concepts can be abstracted into a
mathematical problem:

Ikij
(
t, t + tkij

)
=P

{ {
di,PUk (t

′) > ρPk
} ∩ {

dj,PUk (t
′) > ρPk

} ∩ {
di,PUk (t

′)

> ρSi
} ∩ {

dj,PUk (t
′) > ρSj

} ∩ {
di,PUBS (t

′) > ρPBS
} ∩{

dj,PUBS (t
′) > ρPBS

} ∩ {
di,PUBS (t

′) > ρSi
} ∩ {

dj,PUBS (t
′)

> ρSj
}
, t ≤ t′ ≤ t + tkij

}
=P

{ {
di,PUk (t

′) > max{ρPk , ρSi}
} ∩ {

dj,PUk (t
′) >

max
{
ρPk , ρSj

}} ∩ {
di,PUBS (t

′) > max
{
ρPBS , ρSi

}}
∩ {

dj,PUBS (t
′) > max{ρPBS , ρSj}

}
, t ≤ t′ ≤ t + tkij

}
(3)

Pkij
(
t, t + tkij

)
= P

{
di,j(t′) < R0, t ≤ t′ ≤ t + tkij

}
(4)

It is well acknowledged that the social relationship
between the two nodes has some effect on the predic-
tion of Lkij. As a result, different prediction mechanisms
are employed according to the friendship between the two
nodes.

I. Close friends, Ordinary friends: Once the two nodes
in this relationship encounter with each other, there
is no doubt for them to have a pause for a chat.
Consequently, we assume that the available time
of link (i, j) is long enough for data transmission.
We set Lkij = 1 directly in this situation.

II. Familiar strangers, Strangers: Nodes who have these
relationships will not have any communication with
each other when they encounter. The behaviors of
each node are independent. As a result of this,
prediction mechanisms are imperative to estimate
Ikij and Pkij.

Next we will explain the evaluation of Ikij and Pkij in the
stranger cases.
According to our proposed mobility model, once two

nodes encounter with each other, the motion states of
each node can be classified into two phases according to
the mobility model: (1) Keep the current velocity until the
current epoch ends; (2) Change its velocity at the start of
its next epoch, then keep the new velocity. Assume time
for the first phase is t1, and time for the second phase
is t2. Obviously, different prediction schemes should be
employed in these two phases.

5.1 Prediction of Ikij(t1) and Pkij(t1)

As mentioned above, Ikij(t1) is the probability for link (i, j)
on channel k bringing no CR interruption within time t1.
If nodes i and j are not friends, the mobility patterns of the
two nodes are deemed to be independent with each other.
Therefore, Ikij(t1) can be expressed as:

Ikij(t1) = Iki
(
dti,PUk

, t1
)

· Ikj
(
dtj,PUk

, t1
)

· IBSi
(
dti,PUBS , t1

)
· IBSj

(
dtj,PUBS , t1

)
(5)

where Iki
(
dti,PUk

, t1
)
and Ikj

(
dtj,PUk

, t1
)
denote the proba-

bilities for node i and node j bringing no interference to
the PUk within time t1 given the initial distance dti,PUk

and

dtj,PUk
, and IBSi

(
dti,PUBS

, t1
)
and IBSj

(
dtj,PUBS

, t1
)
denote the

probabilities for node i and node j bringing no interfer-
ence to PU base station. The derivation of Iki , Ikj , IBSi , and
IBSj is similar, and we take Iki as an example to illustrate the
derivation process.
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The nodes will keep their current velocity during time
t to t + t1. Assume the current velocity is known to each
node, taking node i for example, the current speed is vi
and the current direction is heading towards Ci. The posi-
tion of PUk is fixed at P. Assume the position of node i is
A at time t. After time t1, node i arrives at B, and the cur-
rent epoch ends. LetAP = d0, BP = d, ϕi denote the angle
between −→

AB and −→
AP, and ϕi ∈ [0,π ]. Then Iki (d0, t1) can

be expressed as follows.

Iki (d0, t1) =
{
1 satisfying ① or ② or ③

0 otherwise (6)

① ϕi ∈ [
π
2 ,π

]
② ϕi ∈ [

0, π
2
)
, d0 · sinϕi > max{ρPk , ρSi}

③ ϕi ∈ [
0, π

2
)
, d0 · sinϕi ≤ max{ρPk , ρSi}, vi · t1 < d1

where d1 = d0 · cosϕi −
√
max{ρPk , ρSi}2 − (d0 · sinϕi)2.

Pkij(t1) denotes the probability for nodes i and j remain-
ing within the transmission range R0 for time t1. The
mobility of the two nodes brings a huge computation com-
plexity. Therefore, an approximate method is necessary.
As the current velocity and location are known to each
node. We can get the location of each node after t1. Let
the distance between i and j after t1 is denoted as dt+t1

ij .
We define that link (i, j) is considered to be interrupted if
dt+t1
ij > R0, and vice versa.

Pkij(t1) =
{
1 if dt+t1

ij < R0
0 otherwise

(7)

Therefore, we can obtain the probability for the link
(i, j) on channel k remaining available in time t1 for the
stranger cases.

Lkij(t1) = Ikij(t1) · Pkij(t1) (8)

5.2 Prediction of Ikij(t2) and Pkij(t2)
At the start of t2, each nodemakes a choice of a new veloc-
ity. Different from that in the t1 period, the newly chosen
velocity is unknown to each node. Thus it is necessary to
consider all the eventualities. Similarly with Ikij(t1) in the
former subsection, Ikij(t2) can be expressed as:

Ikij(t2) = Iki
(
dt+t1
i,PUk

, t2
)

· Ikj
(
dt+t1
j,PUk

, t2
)

· IBSi
(
dt+t1
i,PUBS

, t2
)

· IBSj
(
dt+t1
j,PUBS

, t2
)
,

(9)

Taking Iki
(
dt+t1
i,PUk

, t2
)
as an example, it can be expressed

as follows.

Iki
(
dt+t1
i,PUk

, t2
)

=
ω∑

m=1
Iki,m

(
dt+t1
i,PUk

, t2
)

· χm
i , (10)

where χm
i denotes the probability for node i to move

towards zone m. Iki,m denotes the probability of node i
moving towards zonem for time t2 without generating any
interference to PUk . As shown in Figure 4, the position
of PUk is denoted by P. The initial location of node i at
time t + t1 is A. After a period of time t2, node i arrives
at B, where AP = d0, BP = d. ϕk

m denotes the angle
between −→

AB and −→
AP, and ϕk

m ∈ [0,π ]. The subscript m of

Figure 4 Prediction of Iki .
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ϕk
m means node i moves towards zone m, and the super-

script k denotes the distance is measured between node i
and PUk . The value of Ikim(d0, t2) is similar to Iki (d0, t1).

Iki,m(d0, t2) =
{ 1 satisfying ① or ② or ③

d1
t2

−vmin
vmax−vmin

otherwise
(11)

① ϕk
m ∈ [

π
2 ,π

]
② ϕk

m ∈ [
0, π

2
)
, d0 · sinϕk

m > max{ρPk , ρSi}
③ ϕk

m ∈ [
0, π

2
)
, d0 ·sinϕk

m ≤ max{ρPk , ρSi}, vmax ·t2 < d1

where d1 = d0 ·cosϕk
m−

√
max{ρPk , ρSi}2 − (

d0 · sinϕk
m

)2,
as shown in Figure 4.
Pkij(t2) denotes the probability for nodes i and j remain-

ing within the transmission range R0 for time t2. As
illustrated in Figure 5, the initial positions of i and j are
denoted as A and B, respectively, at t+ t1, and the distance
between i and j is dt+t1

ij , which can be obtained in the last
subsection. After time t2, i and j arrived at positionsA′ and
B′, respectively, and the distance between them turns to
be dt+t1+t2

ij . As both nodes choose a new direction head-
ing towards one of the zones. Assume node i is walking
towards zonem, and φi

m is the angle between vectors
−→
AA′

and −→
AB. Similarly, φ

j
n denotes the angle between vectors−→

BB′ and −→
BA when node j is walking towards zone n.

The probability Pkij(t2) can be expressed as follows.

Pkij(t2) =
ω∑

m=1

ω∑
n=1

Pj,ni,m
(
dt+t1
ij , t2

)
· χm

i · χn
j , (12)

where Pj,ni,m
(
dt+t1
ij , t2

)
denotes the approximate probability

for nodes i and j to keep in the transmission range R0 con-
tinuously within time t2 when i is walking towards zonem
and j towards zone n, given the initial distance dt+t1

ij . Sim-
ilarly, an approximate method is adopted in evaluating the
value of Pj,ni,m

(
dt+t1
ij , t2

)
. We set the velocity of nodes i and

j to be the mean value. In this situation, we can estimate
the distance between i and j after t2, denoted as d̃t+t1+t2

ij .
If d̃t+t1+t2

ij > R0, link (i, j) is considered to be interrupted,
and vice versa.
From Figure 5, we can obtain

A′E = dt+t1
ij − E[vi] ·t2 · cosφi

m − E[vj] ·t2 · cosφ
j
n (13)

B′E =
⎧⎨⎩ E[vi] ·t2 · sinφi

m − E[vj] ·t2 · sinφ
j
n case 1∣∣∣E[vi] ·t2 · sinφi

m + E[vj] ·t2 · sinφ
j
n

∣∣∣ case 2

(14)

case 1: i, j are walking towards the same side of line AB.
case 2: i, j are walking towards different sides of line AB.

Figure 5 Prediction of Pkij .
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In right-angled triangle 	A′B′E, we can get

d̃t+t1+t2
ij = d = A′B′ =

√
A′E2 + B′E2 (15)

Then we can obtain P jn
im

(
dt+t1
ij

)
according to the com-

parison with R0.

Pj,ni,m
(
dt+t1
ij , t2

)
=

{
1 if d̃t+t1+t2

ij < R0
0 otherwise

(16)

Therefore, we can obtain the probability that link (i, j)
on channel k remains available in time t2 in the stranger
cases.

Lkij(t2) = Ikij(t2) · Pkij(t2) (17)

5.3 Analysis of link reliability
From the analysis above, we can obtain the probability for
link (i, j) on channel k remaining available from time t0 to
t0 + tkij.

Lkij
(
tkij

)
=

{
1 if i, j are friends
Lkij(t1) · Lkij(t2) if i, j are not friends

(18)

If Lkij is larger than a threshold L∗, link (i, j) on channel k
is said to be reliable, and vice versa. Link (i, j) is considered
to be reliable if there exists at least one reliable channel
between them, and it is necessary to choose the most reli-
able channel from all the available ones. The reliable link
prediction algorithm is detailed in Algorithm 1.

Algorithm 1 Link reliability prediction algorithm
between link (i, j)
1: The common available channel between i and j:�t

ij =
{ch1, · · · , chπ};

2: NUM = 0;
3: for k = 1, 2, · · · ,π do
4: if Lkij > L∗ then
5: Link (i, j) on channel k is reliable;
6: NUM = NUM + 1;
7: Ai,j ←

{
Lkij|Lkij > L∗

}
;

8: else
9: Link (i, j) on channel k is not reliable;

10: end if
11: end for
12: if NUM ≥ 1 then
13: Link (i, j) is reliable;
14: Sort Ai,j in a descending order by the value of Lkij,

and select the most reliable channel for link (i, j);
15: else
16: Link (i, j) is not reliable;
17: end if

6 Routing scheme
In the previous section, a link reliability prediction algorithm
has been proposed. Based on this algorithm, we present
a new social-based opportunistic routing scheme, named
SoRoute, which selects relays in a reliable and efficient way.
Based on a larger number of observations, we can con-

clude that people who used to meet frequently have the
potential to meet each other with a larger probability
[33]. Therefore, node i will select the node that had more
frequent encounters with the destination as a relay to for-
ward the message. This will result in a larger probability to
send themessage to the destination. The complete process
of the social-based opportunistic forwarding algorithm is
described in Algorithm 2.

Algorithm 2 SoRoute: social-based routing algorithm
Initialization: messages are forwarded from node si
to di; Flag = False; i ← si � Let node i represent the
current node carrying the messages.

2: while i 
= di do
Update node i’s neighbor, assuming j is the current
neighbor of i;

4: if j = di then
Using Algorithm 1 to detect the reliability of
link (i, di);

6: if Link (i, di) is reliable then
send(Q, di), i ← di;

8: return Flag = True;
end if

10: end if
if j = CFi then

12: Using Algorithm 1 to detect the reliability of
link (i,CFi); � CFi represents the close friend
of di.
if Link (i,CFi) is reliable then

14: send(Q,CFi), i ← CFi;
return Flag = True;

16: end if
end if

18: if fj,di > fi,di then
Using Algorithm 1 to detect the reliability
of link (i, j); � fj,di represents the encounter
frequency between nodes j and di.

20: if Link (i, j) is reliable then
send(Q, j), i ← j;

22: return Flag = True;
end if

24: end if
if Flag = False then

26: Current neighbor j is not a proper relay, so
messages are stored in the current node;

end if
28: end while



Jing et al. EURASIP Journal onWireless Communications and Networking 2014, 2014:200 Page 10 of 15
http://jwcn.eurasipjournals.com/content/2014/1/200

Assume that node i carries the data destined to node
di. The opportunistic forwarding strategy of node i can be
divided into the following stages:

(1) Spectrum sensing: Once node imeets one of its
neighbors j, j sends its location, current velocity, and
social relationship information through a common
control channel (CCC) to i. We also assume that the
SUs are able to access a geo-database to obtain the
PUs’ location. Then node i can detect the common
available channels with node j.

(2) Social-based relay selection: Node i checks the
relationship between node j and the destination. If
node j is the destination or one of the destination’s
close friends, or has a destination encounter
frequency greater than its own encounter frequency
with the destination, node i will further check
whether the link to node j is reliable (see step (3)).
Otherwise, it will stop the process.

(3) Reliable path selection: Node i computes link
reliability Lkij of every common available channel with
j according to the link reliability detection algorithm.
Then node i can judge whether node j is a reliable
relay. If node j is a reliable relay, then node i relays
the message to node j.

Assume that node j is selected as the most suitable
relay for node i by applying the above routing algorithm,
then j conducts the same operation accordingly until the
message is sent to the destination.

7 Simulation
In this section, we evaluate the performance of the pro-
posed social-based routing scheme in CRAHNs. First,
we will verify the correctness of the proposed link reli-
ability prediction algorithm. Then the proposed routing
scheme is compared with the state-of-the-art DTN rout-
ing schemes: First Contact, Direct Delivery, MaxProp, and
Prophet.

7.1 Validation of the proposed link reliability prediction
algorithm

In order to verify the correctness of our link relia-
bility prediction algorithm, we compare the results of
our prediction algorithm with that of the actual sim-
ulation, in which each node moves according to the
mobility model we proposed in section 3. The simula-
tion environment is a two-dimensional space in an area
of 4, 500 × 3, 400 m. Then we divided the whole area
into six parts evenly (two rows × three columns) rep-
resenting six different zones. For simplicity, only one
PU and two SUs are placed in the simulation. The
probability of the two SUs to move towards each zone
is set to be [0.30, 0.16, 0.14, 0.15, 0.10, 0.15] and

0 10 20 30 40 50 60
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t

I
ij
k(t)

prediction of I ij
k(t)

simulation of I ij
k(t)

Figure 6 Ikij(t) comparison of prediction and simulation.

[0.10, 0.05, 0.40, 0.05, 0.10, 0.30], respectively. The radio
transmission range is set to be 150 m, and the interference
range of PUs and SUs are set to be 300 and 200 m, respec-
tively. The speed of SUs is uniformly distributed between
0 and 8 m/s.
Figures 6, 7, 8 compare the results of the prediction

algorithm and the simulation. Red lines represent the
simulation results, and blue lines denote the prediction
algorithm results.
Figure 6 shows the results of Ikij(t). It is clear from the

figure that the red lines are fairly close with the blue ones,
which means our prediction of the probability with no CR
interruption is quite accurate.
Figure 7 gives the results of Pkij(t), which is the probabil-

ity of nodes i and j remaining in the transmission range of
each other within time t. From the figure, we can see that
there is about 30% deviation.
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Figure 7 Pkij(t) comparison of prediction and simulation.
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Figure 8 Lkij(t) comparison of prediction and simulation.

However, the final results of link reliability Lkij is the
product of the former two parameters, and the results
are shown in Figure 8. We can observe that the two
lines are close enough with a maximum deviation of 13%.
Therefore, we can draw the conclusion that our proposed
scheme is precise enough to predict the link reliability in
actual mobile environments.

7.2 Statistics of the social relationship between nodes
To evaluate the performance of our proposed SoRoute,
we implemented the proposed algorithms in the simula-
tor [34]. Figure 9 is a screen shot of the ONE simulator.
Thirty nodes are involved in our experiments based on the
mobility model proposed in section 3. Detailed parame-
ters of network simulation environment are summarized
in Table 1.
As discussed before, the social relationship between two

nodes can be classified into four categories according to
their encounter durations and frequencies. Figure 10 and
Figure 11 show the statistical encounter durations and

Figure 9 A screen shot of the ONEs.
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Table 1 Simulation parameters

Parameters Value

Simulator The ONEs

Simulation environment (4, 500 m, 3, 400 m)

R0: radio transmission range 150 m

ρP , ρS : interference range of PUs and SUs 300 m

Speed distribution Uniform [0, 8 m/s]

Direction distribution Towards the landmark of
each zone

Epoch length 60 s

Number of primary base station 1

Number of PU 4

Number of SU 30

Transmission speed 384 kBps

Buffer size 80 M

Scenario endtime 12 h

frequencies of these nodes within 12 h. Then Figure 12
shows the classification results of these nodes. The red
triangles denote the node relationship of close friends,
which are very sparse. On the contrary, the blue plus
signs represent the strangers that are quite dense in the
figure. The green asterisks and the pink circles denote
the familiar strangers and the ordinary friends, respec-
tively. The above statistical results are consistent with the
reality.

7.3 Performance of the proposed social-based routing
scheme

In this section, we compare the performance of our
SoRoute with several alternative routing schemes based
on the simulation.

0

10

20

30

0

10

20

30

0

50

100

150

200

250

300

350

node

average encounter duration between nodes

node

Figure 10 Statistics of encounter duration between nodes.
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Figure 11 Statistics of encounter frequency between nodes.

• Direct delivery routing: This routing scheme is
the simplest one. In this algorithm, messages are
forwarded only when they encounter with the
destination node.

• First contact routing: In this scheme [35], messages
are forwarded to a randomly chosen contact or to the
first available contact if none of them are connected
at the time of message arrival.

• Maxprop routing:MaxProp [20] is based on
prioritizing the schedule of packets transmitted to
other peers and the schedule of packets to be
dropped. These priorities are based on the path
likelihoods to peers according to the historical data
and also on several complementary mechanisms,
including acknowledgments, a head-start for new
packets, and lists of previous intermediaries.

Figure 12 Statistics of the social relationship between nodes.
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Figure 13 Packet loss ratio with increasing message size.

• Prophet routing: Prophet [36] is a DTN routing
protocol aiming at using knowledge obtained from
past encounters with other nodes to optimize packet
delivery. Each node keeps a vector of delivery
predictability estimates and uses it to decide
whether an encountered node were a better
carrier for a DTN packet.

We consider four important metrics to compare the per-
formance of our social-based forwarding strategy with the
above routing schemes:

• Packet loss rate: It refers to the ratio of the aborted
messages to the total number of messages during the
transmission of each hop .

• Packet delivery rate: It refers to the ratio of the
successfully delivered messages to the total number
of created messages at the end of an experiment.
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Figure 14 Packet delivery rate with increasing message size.
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Figure 15 Average latency with increasing message size.

• Average latency: An end-to-end delay refers to the
delay for a message to be received at its destination.
Here we consider the average value of delays for all
successfully delivered messages during the
experiment time.

• Overhead ratio: It is a metric of measuring the
system costs, and it’s defined as follows:
relayedmessages − delivered messages

deliveredmessages

Figures 13, 14, 15, 16 show the performances as a func-
tion of message size. From Figure 13, it can be seen that
SoRoute has the lowest packet loss rate. That means the
chosen link in our routing scheme is the most reliable one
especially when themessage size is large. This is due to the
fact that our routing scheme has a process of link reliabil-
ity prediction. Besides, we also observe that the packet loss
rate increases with message size. This trend is well under-
stood because the larger the message size is, the longer
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Figure 16 Overhead ratio with increasing message size.
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time it takes to be transmitted, then the link is easier to
break.
Figure 14 illustrates that only the MaxProp scheme

outperforms our SoRoute in packet delivery ratio. More
precisely, our routing scheme has a stable packet delivery
ratio of 92.3%, with only 5.7% degradation compared to
the MaxProp.
The results of the average end-to-end delay are shown

in Figure 15. Maxprop and Prophet, in which multiple
message copies coexisting in the networks help spread
the messages, have the minimum delay. In contrast, there
exists only a single copy of messages in the network for
First Contact, Direct Delivery, and our SoRoute. It is obvi-
ous that SoRoute has the best performance among the
three single-copy schemes.
Finally, the overhead ratio is illustrated in Figure 16;

it can be seen from the figure that SoRoute has quite
a low overhead. In contrast, the overheads of Maxprop
and Prophet are much higher because of their multi-
copy characteristics. These results prove that SoRoute is a
reliable, low-overhead, and low-latency routing algorithm.

8 Conclusions
In this paper, we propose a social-based routing scheme
for CRAHNs. The proposed routing scheme utilizes the
social relationships between people to select relays in a
reliable and effective way. The simulation results show
that our routing scheme achieves a much better perfor-
mance in terms of packet loss rate and overhead ratio than
the existing routing schemes such as Direct Delivery, First
Contact, MaxProp, and Prophet. Our future work involves
improving the mobility model and validate it using more
realistic data.
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