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Abstract

Robust and efficient data delivery in vehicular ad hoc networks (VANETs) with high mobility is a challenging issue
due to dynamic topology changes and unstable wireless links. The opportunistic routing protocols can improve
the reliability of routing by making full use of the broadcast characteristics and assist in data transmission through
additional backup links. In this paper, we propose a Link State aware Geographic Opportunistic routing protocol
(LSGO) which exploits a combination of geographic location and the link state information as the routing metric.
The LSGO aims to improve the reliability of data transmission in a highly dynamic environment, which selects the
forwarders and prioritizes them based on the vehicle’s geographic location and the link’s quality. We compare the
performance of LSGO with GpsrJ + which removes the unnecessary stop at a junction and greedy traffic aware
routing protocol (GyTAR) using network simulator ns-2. The simulation results show that it opens more nodes to
participate in the opportunistic data forwarding and increases a connection’s throughput while using no more
network capacity than traditional routing. In the simulation, compared with other two protocols, when the number
of vehicles and the average vehicle velocity increase, LSGO’s packet dropping rate is reduced and the network
throughput is improved.
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1. Introduction
Vehicular ad hoc networks (VANETs) [1] are first de-
signed for safety applications; afterwards, a series of ap-
plications for increasing traffic efficiency and providing
comfort to the vehicle’s passengers are proposed. The
network layer has received the most attention when
working on VANETs. As a result, abundant routing pro-
tocols in such a network with differing objectives and
for various specific needs have been proposed [2].
Existing routing protocols of VANETs fall into two

major categories: topology-based and geographic rout-
ing. Topology-based routing [3-5] uses the information
about links that exist in the network to perform packet
forwarding. Since link information changes in a regular
basis, topology-based routing suffers from routing breaks,
so this kind of routing protocols is not suitable for
VANETs. Geographic routing [6-15] uses neighboring
location information to perform packet forwarding. In
this kind of routing protocols, nodes are unnecessary to
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maintain a topology map or exchange link state infor-
mation or maintain established routes as they do in a
conventional mobile ad hoc routing protocol. Therefore,
geographic routing can better adapt to network size and
topology changes.
Greedy forwarding is the most widely used strategy in

geographic routing. The fundamental principle is that a
node forwards its packet to its neighbor that is closest to
the destination. But the forwarding strategy can fail if no
neighbor is closer to the destination than the node itself,
and through this way, we can get the next hop which is
nearly located beyond the transmission range of the for-
warder. In this case, the established link is unstable and
the signal strength may be reduced, which may cause
an increase of the packet dropping rate. As the packet
is forwarded using this kind of links, the probability of
packet transmission failure is great. So, it will spend
more resources on retransmissions. As a result, the net-
work throughput is declined and the end-to-end delay is
prolonged.
To solve this problem, De Couto et al. proposed a new

measure called the expected transmission count (ETX)
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Figure 1 Basic model of opportunistic routing.
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[16], which is the predicted number of data transmis-
sions required to send a packet over the source to the
destination link, including retransmissions. The ETX is
widely used in routing protocols for wireless multihop
networks [17-20] since its goal is to find the paths with
the higher throughput and the less expected total num-
ber of transmission [21]. The difficulty in using ETX in
VANETs is that ETX does not consider the highly dy-
namic network environment, so we modified the ETX in
this paper.
Although greedy forwarding strategy makes the hop

transmission to the greatest extent close to the destin-
ation, the link is very unstable, which is because the two
nodes at both ends of the link are located at the bound-
ary of each other’s communication range. So, another
forwarding strategy opportunistic routing is proposed,
which could improve the reliability of data transmission
by making full use of the broadcast characteristics and
assist in data transmission through additional backup
links. It makes the packets have more opportunities to
be received. In the existing opportunistic routing proto-
cols, some take hop count as the routing metric, some
pay more attention to the cost, some consider the dis-
tance to the destination to be the forwarding mechan-
ism, and some care more about the energy. However,
few of them take a combination of geographic location
and the link state information into account. So, we pro-
posed a Link State aware Geographic Opportunistic
routing protocol (LSGO) which takes a combination of
geographic location and the link state information as the
forwarder selection mechanism. Firstly, we propose a
candidate node set selection mechanism, which selects
the forwarders based on the vehicle’s geographic location
and the link’s quality. In our approach, the link’s quality
is measured using the enhanced ETX metric. Secondly,
we put forward a priority scheduling algorithm which
prioritizes the forwarders by timer-based scheduling
method. This routing protocol can greatly improve the
packet delivery ratio, ensuring data transmission reliabil-
ity under a highly dynamic environment.
The rest of the paper is organized as follows: In

Section 2, we will review the related work and introduce
our motivation. Section 3 will present the details in the
proposed LSGO scheme. The performance evaluations of
the proposed scheme are presented in Section 4. Finally,
Section 5 concludes the article.

2. Related work
To design a routing protocol is to propose a method, by
which the current node could select the appropriate
intermediate node as its next hop. So far, geographic
routing protocols are widely used in VANETs. However,
there are some problems in conventional geographic
routing protocols. For example, greedy perimeter stateless
routing’s (GPSR’s) [6] recovery mode has a problem called
Baby Step Problem [22]. To solve this problem, greedy
perimeter coordinator routing (GPCR) [7] is proposed.
Packets are always greedily forwarded along the road from
one junction to the other, which solves the Baby Step
Problem in GPSR. However, even if a packet is forwarded
along the street, it needs to stop at each junction node.
GpsrJ + [8] removes the unnecessary stop at a junction
while keeping the efficient planarity of topological maps.
Recently, many researchers are concerned about oppor-
tunistic routing protocols since the initial work extremely
opportunistic routing (ExOR) [18] aroused great reper-
cussion. Opportunistic routing is a new routing strategy,
from which it was proposed to be widespread concerned,
only experienced a few years time. The biggest difference
between opportunistic routing and traditional routing is
that opportunistic routing does not use a fixed route, but
the relay nodes self-select the next hop to send or not to
be forwarded according to the routing protocol. This
process continues until the destination node receives the
packets. During each packet transmission, whether it is
the source nodes that send or the relay nodes that for-
ward, opportunistic routing makes the packet have more
opportunities to be received than traditional routing. So,
this type of routing protocol is called opportunistic rout-
ing, and its basic model is shown in Figure 1. Assume
that the node Ni wants to send a data packet to the des-
tination node Nd, and the Nd is outside of the effective
transmission range of Ni. We define Ci = {N1, N2, ⋯, Nn}
as a candidate node set of node Ni, which is a subset of
neighbor nodes and contains all the forwarders selected
based on a candidate node selection strategy. Ci is an or-
dered collection, and the order of the elements in the set
is the same as the priority they forward the received data
packets. Extending the concept of geographical routing,
some opportunistic routing protocols are proposed in
recent years. Biswas and Morris introduced the novel
ExOR [18] protocol and showed that network nodes can
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achieve better performance than the traditional routing
protocols. ExOR does utilize the overhearing in wireless
networks by including all nodes on the route to be
intended next forwarder, but it still has some limitations.
That is because only the nodes included in the forwarder
list can participate in the opportunistic data forwarding
and benefit from the broadcast nature to enhance the
network performance. Chachulski et al. proposed the
MORE [23] to address issues in ExOR and achieved high
throughput in wireless networks. It enhances ExOR
to further increase the spatial reuse in a single flow
from source to destination via intra-flow network coding.
However, when nodes have a malicious behavior, the
adoption of such opportunistic routing protocols might
reduce network throughput. Zhao and Cao [24] put for-
ward a vehicle-assisted data delivery (VADD) routing
protocol which is aimed at improving routing in discon-
nected vehicular networks by the idea of carry-and-
forward based on the use of predictable vehicle mobility.
A vehicle makes a decision at a junction and selects
the next forwarding path with the smallest packet de-
livery delay. A path is simply a branched road from an
intersection. In the routing process, every node needed
to know its geographical location and the static elec-
tronic map and depended on the weights of every road
to make choices. Simulation indicated that VADD had
lower transmission delay compared with other routing
protocols. Leontiadis and Mascolo [25] proposed a geo-
graphical opportunistic routing (GeOpps) algorithm. It
takes advantage of the suggested routes of the vehicles’
navigation system to select vehicles that are likely to
move closer to the final destination of a packet. It calcu-
lates the shortest distance from the packet’s destination
to the nearest point of the vehicles’ path and estimates
the arrival time of a packet to the destination. During the
travel of vehicles, if there is another vehicle that has a
shorter estimated arrival time, the packet will be for-
warded to that vehicle. The process repeats until the
packet reaches the destination. GeOpps requires naviga-
tion information to be exposed to the network; thus,
privacy such as the vehicle’s whereabouts might be
an issue. A global approach is proposed in the routing
protocol energy-efficient opportunistic routing (EEOR)
of Mao et al. [26], which selects a route that is expected
to use the lowest energy among all the routes between
source and destination to deliver packets. EEOR does not
consider the link quality between adjacent vehicles which
may lead to these vehicles appearing on disjoint paths to
the destination. Dubois-Ferriere et al. proposed a proto-
col called the least-cost anypath routing (LCAR) [27],
which selects anypath but not the shortest path, in order
to reduce retransmissions. Every node selects its for-
warder list by taking all possible subsets of its neighbor
set into account first and then calculating the relay cost
from each of the subsets to the destination. The sum of
the relay set cost is the total cost from the selector. The
subset that has the minimum total cost of the selector is
chosen as the relay set. The problem of LCAR is that it
may select unnecessary large sets. Wang et al. [28] put
forward a local cooperative relay strategy for opportunis-
tic data forwarding, which proposes the step to choose
the best local relay node from many candidate nodes but
require no inner communication between them. The best
local relay node is called helper-node, and it is selected
just when it is needed. However, the shortcoming of the
method is that the forwarder list is no longer sufficient
to regulate the sequence of data transmissions, so fur-
ther research is needed on how to reduce the coordin-
ation overhead and depress the collisions. Mazumdar and
Sairam [29] first analyze the cause of duplicate transmis-
sions and then put forward a forwarder selection method
called transmission-aware opportunistic ad hoc routing
(TOAR) that addresses to minimize retransmissions.
TOAR selects a few candidate nodes and prioritizes them
by using a tree structure. The method helps in recogniz-
ing the primary candidate node which is the one that,
during a transmission round, can carry data farthest to
the destination node. In addition, TOAR can help in
selecting another kind of candidate nodes which transmit
packets missed out by the candidate. The strategy leads
to a smaller candidate node list set and ends up in redu-
cing retransmissions. A localized opportunistic routing
(LOR) protocol is proposed in [30], which utilizes the
distributed minimum transmission selection algorithm to
partition the topology into several nested close-node-sets
using local information. For a large-scale wireless net-
work, LOR can locally select the optimal opportunistic
routing with low overhead cost. The highlight of this
method is that it makes a trade-off between the scalabil-
ity caused overhead and the optimality of the candidate
node lists. It reduces the control overheads but does not
take the asymmetric wireless channels into account. A
few of these protocols have considered the link state
when they select the candidate relay nodes and prioritize
their transmission. In this paper, we propose the LSGO
routing protocol, which takes a combination of oppor-
tunistic routing and link state information into account
when we design the candidate node set selection mech-
anism and the priority scheduling algorithm. The pro-
posed approach could be applied to large-scale wireless
networks [31,32].

3. Link State aware Geographic Opportunistic
routing protocol
We propose an opportunistic routing called Link State
aware Geographic Opportunistic routing protocol (LSGO)
which takes a combination of geographic location and
the link state information as the forwarder selection



Figure 2 S sends packets to D via the relay node X or Y.
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mechanism. The protocol aims to ensure a highly dynamic
network packet delivery rate and improve the reliability of
data transmission. Besides, it also aims to reduce the num-
ber of transmissions (including retransmissions) and the
transmission delay. The protocol mainly includes three
parts, namely, the estimation of link quality, candidate
node set selection mechanism, and priority scheduling
algorithm.

3.1. The estimation of link quality
ETX [16] is based on the expected number of transmis-
sions (including retransmissions) to select the next hop,
and the aim is to minimize the end-to-end number of
transmissions, thus saving bandwidth. The ETX of a
path is the sum of the ETX value of each link on this
path. Each node broadcasts probe packets periodically.
After a certain time interval, two adjacent nodes calcu-
late the probe packet delivery rate df and dr in two direc-
tions (one for probe packet transmission and the other
for ACK acknowledgment packet transmission). So, the
expected probability of a successful transmission is df × dr.
Since every time we send a data packet can be considered
as a Bernoulli trial, ETX is calculated as

ETX ¼ 1
df � dr

ð1Þ

However, the ETX metric does not specifically con-
sider the mobility in VANETs. In LSGO, we improve the
ETX to adapt to the network that is highly dynamic.
There are two major improvements: the measurement of
the link transmission rate and the calculation of ETX.
In LSGO, each node broadcasts a Hello packet period-

ically, and we use the Hello packets to measure the link
transmission rate. To calculate the ETX of a link, each
node should record t0 which means the time when the
first Hello packet is received and the number of packets
it has received from the neighbor during the last w sec-
onds. Then, according to the interval between t0 and the
current time t and the window w, the link transmission
rate r(t) is

r tð Þ ¼

count t0; tð Þ; 0 < t−t0 < 1

count t0; tð Þ
t−t0ð Þ=τ ; 1≤t−t0 < w

count t−w; tð Þ
w=τ

; t−t0≥w

8>>>>><
>>>>>:

ð2Þ

The denominator is the number of Hello packets that
should have been received during the window, and τ
represents the broadcast interval of the Hello packet.
Count (t0,t) is the number of Hello packets received dur-
ing t − t0. As can be seen from the formula, there are
three situations in terms of the difference between t − t0
and window w. (1) 0 < t − t0 < 1, in this case, the packet
delivery rate is the number of Hello packets received
from t0 to t. (2) 1 ≤ t − t0 <w, the packet delivery prob-
ability in this condition is the number of Hello packets
received from t0 to t divided by the length of this period.
(3) t − t0 ≥w, in this situation, the calculation is the same
as the calculation in the ETX metric.
In LSGO, we do not consider the asymmetry of the

link and only use the one-way transmission rate to cal-
culate the link ETX. Assuming that the one-way trans-
mission rate is r(t), then the link ETX is

ETX ¼ 1
r2 tð Þ ð3Þ

3.2. Candidate node set selection mechanism
LSGO’s main objective is to use opportunistic routing to
ensure VANET transmission reliability, while reducing
the number of transmissions, and therefore, the selection
of the candidate node set needs to ensure that the num-
ber of backup links can provide the required delivery
rate. Seen from the estimation of link quality, each node
can calculate the link transmission rate r(t) of all links
between itself and all its neighbors. The candidate nodes
can be selected by the link transmission rates of the links
that are formed by the sending node to its neighbors. As
shown in Figure 2, r1(t) and r2(t) are the transmission rates
of the source node S to its two candidate relay nodes X
and Y. Then, the probability that S sends data to the next
hop successfully is 1 − (1− r1(t))(1− r2(t)).
Here is how the candidate node set selection mechan-

ism works. For node S, the current time t, the number
of neighbor nodes is N. ri(t) (1 ≤ i ≤N) is the transmis-
sion rate of the link that is formed by S to its neighbor
node i, and di(t) (1 ≤ i ≤N) represents the distance from
the destination to node i. S(t) is the distance from the
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current node to the destination, and r is the required
data delivery rate of a single link. If the number of can-
didate nodes is n, then n should satisfy the following
conditions:

1−
Yn
i¼1

1−ri tð Þð Þ≥r ð4Þ

d1 tð Þ < d2 tð Þ < … < dn tð Þ < dnþ1 tð Þ < …dN tð Þ
ð5Þ

dn tð Þ < S tð Þ ð6Þ
That is, for the current node, the nodes in the candi-

date node set are the first n neighbors nearest to the des-
tination. In addition, the distances from these n nodes to
the destination are less than S(t). Note that if the network
is sparse, it may result in a situation in which those n nodes

cannot satisfy the condition 1−
Yn
i¼1

1−ri tð Þð Þ≥r. At this time,

only if the distance from the neighbor node to the destin-
ation is less than S(t), the neighbor node is the candidate
node.
The sending node would record the candidate nodes’

IDs and their priority numbers in the packet header after
it selected the candidate node set. Since the number of
candidate nodes n is dynamic, the size of the packet
header is changing with it. If the network environment
is good, the link between any two nodes is relatively
stable, so the value of n and the packet header is small,
which means that the overhead is small. On the con-
trary, if n and the packet header are large, then the over-
head is large, too. The priority scheduling algorithm will
be introduced in the next section.

3.3. Priority scheduling algorithm
LSGO uses timer-based priority scheduling algorithm, in
which the highest priority node sends the packet firstly.
For other candidate nodes, if they hear a higher-priority
node send a packet, they would not process the packet;
if the timer expires and a higher-priority node is not
transmitting, they would begin to send the packet. The
timer-based scheduling algorithm is simple and easy
to implement and has no additional control overhead.
However, the disadvantage is that it would introduce
waiting time, thereby increasing the end-to-end trans-
mission delay. Another shortcoming is that it may cause
duplicate packet transmission, because the nodes in the
candidate node set may not hear each other. But in
VANETs, the packet passes along roads, and the road
width is far less than the transmission range; in addition,
the nodes that are selected by the candidate node set selec-
tion mechanism are located on one side of the current
node, so all candidate nodes could hear each other from
the distance perspective and duplicate transmission exists
rarely in VANETs. An efficient scheduling algorithm
should minimize the waiting time, which can be achieved
in two ways: firstly, by assigning node priorities correctly,
so that the optimal forwarding node has the highest prior-
ity and the higher-priority node has a better forwarding
advantage, thus increasing the probability of selecting a
higher-priority node that forwards packets and reducing
the number of failed transmission, and secondly, by setting
a reasonable waiting time for each node, which makes the
low-priority node forward packets immediately after the
high-priority node failed, thereby reducing the waiting time
between the candidate nodes.
In LSGO, when the current node assigns the priority

for a candidate node, it considers the distance from the
candidate node to the destination, and the ETX of the
link formed by the current node and the candidate node.
There are two reasons for doing like this: on the one
hand, selecting the candidate node that makes the greatest
extent close to the destination as the forwarding node can
reduce the transmission hops. On the other hand, the can-
didate node with a small ETX (minimum is 1) can increase
the probability of successful reception. For candidate node
i, its priority is obtained by

Dsd−Did

ETX2
i

ð7Þ

Dsd is the distance between the current node and the
destination. Did is the distance from candidate node i
to the destination node. ETXi is the ETX of the link
that is formed by the current node and candidate node i.
Dsd−Did indicates the geographic distance a packet can
advance towards the destination. However, due to link
loss, to be successfully forwarded to node i, a packet
needs to be transmitted ETXi times on average. There-
fore, (Dsd −Did) / ETXi is the expected advance that a
packet can make towards the destination through one
transmission if it chooses node i as the next hop.
Passing by a link of low transmission rate will increase

the probability of data transmission failure, so we divide
the square of ETX in Equation 7. If candidate node i
does not receive data correctly, another candidate node
whose priority is lower than i will transmit the data, thus
introducing additional waiting time. If two nodes have
the same expected advance that a packet can make towards
the destination through one transmission, the node whose
ETX is smaller should be set a high priority.
The sending node will calculate each candidate node’s

value according to Equation 7 as soon as it finishes
selecting all the candidate nodes and assign priorities for
candidate nodes in accordance with the calculation results.
The node which has the maximum calculation result is
assigned the highest priority; on the contrary, the node



Table 1 Simulation parameters

Parameters Default value

Simulation area 2,500 m × 1,500 m

Mobility model VanetMobiSim

Transmission range 250 m

Number of vehicles/vehicle velocity 100 ~ 200/10 ~ 20 m/s

Number of vehicles/vehicle velocity 100/9 ~ 24 m/s

MAC protocol IEEE 802.11 DCF

Channel rate 2 Mbps

Packet size 512 bytes

Number of CBR connections 10

CBR interval 0.5 s

Hello interval 1 s

Window size w 10 s

Simulation time 150 s
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which has the minimum calculation result is assigned the
lowest priority. The highest priority node sends a packet
directly when it receives the packet, while the lower prior-
ity nodes need to set a timer. If the timer expires and a
higher-priority node is not transmitting, they would begin
to send the packet. Only by setting a reasonable overdue
time for the timer can both reduce delay time and avoid
duplication of transmission.
The network delay is defined as the time from a node

receiving a packet to send it completely, and it consists
of four parts: the processing delay, queuing delay, trans-
mission delay, and propagation delay. Since we do not
consider the network load, which means not considering
the queuing delay, the network delay consists of three
parts. Assuming that the total time of these three parts
is T, if the node priority is i, the timer should be set to
(i − 1)T. In our simulation, the packet size is set to 512
bytes. The protocol in MAC layer is 802.11, in which the
channel rate is 2 Mbps. So, the transmission delay is
equal to 512 × 8 bits / 2 Mbps = 0.002048 s. The radio
wave propagation velocity in air is equal to the speed of
light, namely, 3 × 108 m/s. However, the distance be-
tween two vehicles who can communicate with each
other directly is less than 250 m. So, the propagation
delay is equal to 250 m / 3 × 108 m/s = 0.83 × 10−6 s, and
it can be ignored. Through doing multiple times of
simulation and analyzing the trace files, we can get the
processing delay which is approximately 0.001 ~ 0.002 s.
Therefore, based on the above analysis, we can conclude
that T is about 0.004 s.

4. Simulation results and evaluation
In this section, we study the performance of LSGO by
running a computer simulation with network simulator
ns-2 (version 2.34) [33]. GPSR is the most fundamental
and classic geographic routing protocol, and it first pro-
poses the greedy forwarding strategy, which is the most
widely used strategy in VANETs. In addition, GPSR is
the basis for most of the geographic routing protocols
and often used as the comparison protocol. But its re-
covery mode has a problem called Baby Step Problem.
To solve this problem, GPCR is proposed. Packets are
always greedily forwarded along the road from one junc-
tion to the other, which solves the Baby Step Problem in
GPSR. However, even if a packet is forwarded along the
street, it needs to stop at each junction node. GpsrJ + [8]
removes the unnecessary stop at a junction while keep-
ing the efficient planarity of topological maps, improving
GPCR to better adapt to the VANETs in a city scenario.
It manages to increase the packet delivery ratio of GPCR
and reduces the number of hops in the recovery mode
compared to GPSR. So, we choose GpsrJ + as one of
the contrast protocols. The greedy traffic aware routing
protocol (GyTAR) [11] improves the greedy strategy that
tries to mimic the shortest path routing by taking into
account the road connectivity. A score is given to each
neighboring junction considering the traffic density and
their distance to the destination. It is good at finding ro-
bust routing in a city environment. Since the scenario in
our simulation is also an urban scenario, we take GyTAR
as another comparison protocol.

4.1. Simulation settings
The simulation scenario parameters are shown in Table 1.
We set the road topology as shown in Figure 3 to build
the scenario: size 2,500 m× 1,500 m, urban environment,
roads are bidirectional. The transmission range of each
vehicle is set to 250 m. When the number of vehicles is
the independent variable, there are 100 to 200 vehicles
randomly distributed on the roads at the beginning of
the simulation. Each vehicle’s velocity ranges from 10 to
20 m/s. When the vehicle’s velocity is the independent
variable, there are 100 vehicles randomly distributed on
the roads, and the vehicle’s average velocity ranges from
9 to 24 m/s. The map is generated by the vehicular mo-
bility model generator VanetMobiSim [34]. The propaga-
tion model used in the simulation is the two-ray ground
model. The simulation time is 150 s, and each simulation
running contains ten random source-destination pairs.
Each source node sends packets at the rate of 2 Mbps with
a packet size of 512 bytes. The Hello interval and window
size w are set to 1 and 10 s, respectively. We evaluate the
performance of the protocols by four metrics: (1) network
throughput, (2) packet dropping rate, (3) end-to-end delay,
(4) overhead.

4.2. Results and analysis
As shown in Figure 4, we compare the performance of
the three protocols in terms of network throughput. The



Figure 3 Simulation scenario. Figure 5 Packet dropping rate vs. number of nodes.
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network throughput is defined as the number of bits
successfully transmitted per second in the network. In
detail, the network throughput of GpsrJ + ranges from
595 to 1,356 kbps, while GyTAR increases from 624 to
1,602 kbps. However, we find that the network throughput
of GpsrJ + and GyTAR is always lower than that of LSGO.
LSGO’s throughput ranges from 949 to 1,727 kbps. LSGO
can achieve about 239 and 400 kbps average gain com-
pared with GyTAR and GpsrJ+. LSGO selects a set of can-
didate nodes to forward the packet, so that it has a high
probability of successful transmission of the packet, and
consequently, the network throughput is improved.
Figure 5 illustrates the variation of packet dropping

rate with the number of nodes. We define the packet
dropping rate as the ratio of the number of packets that
failed to be delivered to the destination to the number
of the total packets generated in the simulation. As we
can see, the average dropping rate of LSGO is about
37.3%, while that of GyTAR and GpsrJ + is about 44.6%
Figure 4 Network throughputs vs. number of nodes.
and 51.8%, respectively. The set of candidate nodes and
the relative high-quality links used in LSGO contribute
to the improvement. In LSGO, we improve the greedy
forwarding strategy by taking the link state into account,
so the nodes that have a bad-quality link have low prior-
ities to forward the packet. GyTAR and GpsrJ + choose
the neighbor that is closest to the destination as the
next hop, so the next hop is very likely located in the
boundary of the forwarder’s transmission range, and
the links suffer a high packet dropping rate due to the
channel fading. Therefore, the packet dropping rate
achieved by GyTAR and GpsrJ + is higher than that by
LSGO.
Figure 6 shows the performance of the end-to-end

delay. The end-to-end delay is defined as the average
amount of time spent by the transmission of a packet
that is successfully delivered from the source to the
destination. We can learn that the average delay of
GpsrJ + is nearly 0.02 s. For GyTAR, the delay reaches to
Figure 6 End-to-end delays vs. number of nodes.



Figure 8 Network throughputs vs. average vehicle velocity.
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0.058 s when there are 100 nodes in the network, and the
minimum delay is 0.038 s when there are 200 nodes in
the network. The delay of LSGO achieves 0.021 s average
gain compared with GyTAR. This superiority is due to
the reason that LSGO uses opportunistic routing to en-
sure VANET transmission reliability, while reducing the
number of transmissions. LSGO takes the link quality
into account when it chooses the next hop and selects a
set of candidate nodes to forward the packet. The time
needed to retransmission is saved, and thus, the end-to-
end delay is shortened, while in GyTAR, a considerable
time would be wasted for retransmission.
Figure 7 reflects the overheads of the three protocols.

We define the overhead as the total bytes transmitted
per successfully received bytes. There are two kinds of
packets in these protocols, namely, Hello messages and
data packets. As we can see, on average, the overhead of
LSGO is about 8.62 greater than that of GyTAR and
5.85 greater than that of GpsrJ+. That is because LSGO
selects a group of neighbor nodes to forward the packets
in order to ensure VANET transmission reliability, at the
same time increasing the overhead.
As shown in Figure 8, we compare the performance

of the three protocols in terms of network through-
puts. Overall, the network throughputs decrease with
the increase in average vehicle velocity. In detail, the
network throughput of GpsrJ + ranges from 640 to
469 kbps, while that of GyTAR decreases from 757 to
609 kbps. However, we find that the network through-
put of GpsrJ + and GyTAR is always lower than that
of LSGO. LSGO’s throughput ranges from 1,650 to
1,430 kbps. LSGO can achieve about 855 kbps and 1 Mbps
average gain compared with GyTAR and GpsrJ+. When
the vehicle speed increases, the connected time between
vehicles becomes shorter, and the link quality becomes
poor. The possibility of appearing intermittent connectivity
scenarios is higher. So, the three curves are all downward.
Figure 7 Routing protocol overhead vs. number of nodes.
LSGO selects a set of candidate nodes to forward the
packet, so that it has a high probability of successful trans-
mission of the packet, and consequently, the network
throughput is improved.
Figure 9 illustrates the variation of the packet delivery

ratio with the average vehicle velocity. We define the
packet delivery ratio as the ratio of the number of
packets successfully delivered to the destination to the
number of the total packets generated in the simulation.
As we can see, the average packet delivery ratio of LSGO
is about 91.3%, while that of GyTAR and GpsrJ + is
about 69.3% and 71.3%, respectively. The set of candi-
date nodes and the relative high-quality links used in
LSGO contribute to the improvement. In LSGO, we im-
prove the greedy forwarding strategy by taking the link
state into account, so the nodes that have a bad-quality
link have low priorities to forward the packet. There-
fore, the packet delivery ratio achieved by GyTAR and
GpsrJ + is lower than that by LSGO. As we can see, the
tendency of the packet delivery ratio is upward at first
Figure 9 Packet delivery ratio vs. average vehicle velocity.
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and then drops with the increase in vehicle velocity. It is
because that, for one node, the possibility of appearing
effective neighbors becomes higher due to vehicles mov-
ing. However, when the vehicle speed continues to in-
crease, the connectivity between vehicles deteriorates
with this change, and the bad link quality results in a
lower delivery ratio.
Figure 10 shows the performance of the end-to-end

delay. We can find out a huge decline in the end-to-end
delay of all these three protocols with increasing vehicle
velocity, when the node number is fixed. The reason is
that the time cost of carry and forward decreases with
the increase in average vehicle velocity. We can learn
that the average delay of GpsrJ + is nearly 0.04 s. For
GyTAR, the delay reaches 0.124 s when the average ve-
hicle velocity is 9 m/s and the minimum delay is 0.053 s
when the average node speed is 24 m/s in the network.
The delay of LSGO achieves 0.016 s average gain com-
pared with that of GyTAR. This superiority is due to the
reason that LSGO uses opportunistic routing to ensure
VANET transmission reliability, while reducing the num-
ber of transmissions. So, the time needed to retransmis-
sion is saved, and thus, the end-to-end delay is shortened,
while in GyTAR, a considerable time would be wasted for
retransmission.
Figure 11 reflects the overheads of the three protocols.

As we can see, the routing protocol overhead increases
with the increase in vehicle speed. It is because when
the vehicle speed increases, the connectivity between ve-
hicles becomes poor, which results in an increase in the
number of Hello messages and increases the overhead.
Overall, on average, the overhead of LSGO is about 16.3
greater than that of GyTAR and 11.7 greater than that of
GpsrJ+. That is because LSGO uses a multicast mechan-
ism and selects a group of neighbor nodes to forward
the packets in order to ensure VANET transmission reli-
ability, at the same time increasing the overhead. LSGO
Figure 10 End-to-end delays vs. average vehicle velocity.
aims to improve the reliability of data transmission in a
highly dynamic environment. In other words, we seek to
improve the packet delivery rate. Therefore, we think
that the cost of a little overhead in exchange for a higher
delivery rate is reasonable.

5. Conclusions
In this paper, we put forward a new routing protocol for
VANETs called Link State aware Geographic Opportun-
istic routing protocol (LSGO) which takes a combination
of geographic location and the link state information as
the forwarder selection mechanism. The protocol aims
to ensure a highly dynamic network packet delivery rate
and improve the reliability of data transmission. Be-
sides, it also aims to reduce the number of transmissions
(including retransmissions) and the transmission delay.
LSGO uses an improved ETX mechanism to calculate
the link transmission rate. The protocol is mainly com-
posed of two parts: the candidate node set selection
mechanism and the candidate node priority scheduling
algorithm. To validate the performance of the protocol,
we have compared it with GpsrJ + and GyTAR via ns-2.
The simulation results showed that when the number of
nodes changes, LSGO’s packet dropping rate is reduced
by about 28% and 17%, and the network throughput is
improved by about 42% and 22%. When there are 100 ve-
hicles in the network and the average vehicle velocity in-
creases, LSGO’s packet dropping rate is reduced by about
71.8% and 69.9%, and the network throughput is im-
proved by about 187% and 123%. So, we can make a con-
clusion that LSGO achieves a higher throughput and
lower packet dropping rate in highly dynamic networks.
Although LSGO’s overhead is slightly larger than that of
the other two protocols, we think that the cost of a
little overhead in exchange for a higher delivery rate is
reasonable.
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In this paper, the theoretical analysis is less, and we
only validate the performance of the protocol by simula-
tion. So, in the future, we will do some theoretical ana-
lysis and further modify our routing protocol to reduce
the overhead.
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