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Abstract

In this paper, we consider a distributed virtual multiple-input multiple-output (MIMO) coalition formation algorithm.
Energy savings are obtained in the reverse link by forming multi-antenna virtual arrays for information transmission.
Virtual arrays are formed by finding a stable match between two sets of single antenna devices such as mobile stations
(MSs) and relay stations (RSs) based on a game theoretic approach derived from the concept of the college admissions
problem. Thus, power savings are obtained through multi-antenna arrays by implementing the concepts of spatial
diversity and spatial multiplexing for reverse link transmission. We focus on optimizing the overall consumed power
rather than the transmitted power of MSs and RSs. Furthermore, it is shown analytically and by simulation that when
the overall consumed power is considered, the energy efficiency of the single antennas devices is not always improved
by forming a virtual MIMO array. Hence, single antenna devices may prefer to transmit on their own when channel
conditions are favorable. In addition, the simulation results show that the framework we propose provides comparable
energy savings and a lower implementation complexity when compared to a centralized exhaustive search approach.
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1 Introduction
Energy consumption has become a major research topic
due to the growing energy costs which comes along with
the global increase in the number of mobile subscribers.
On one hand, the data volume of communication net-
works is expected to grow by a factor of 10 every 5 years,
which brings a doubling of energy consumption over the
same time period [1,2]. On the other hand, mobile sta-
tions’ (MSs) capabilities and operation time are mostly
constrained due to their limited battery resources. Most
of the power expenditure of MSs in transmission mode
is due to the power amplifiers and the signal process-
ing module [3]. Thus, effective solutions allowing MSs to
maximize their battery life while optimizing the overall
power expenditure rather than only the transmit power
are an open research field [1,4-6].
The use of multiple antennas in wireless links has

emerged as an effective way to reduce the power con-

*Correspondence: rodrigo.vaca@cns.gob.mx
1Scientific Division, Federal Police, 01110, Constituyentes 947, Mexico City,
Mexico
Full list of author information is available at the end of the article

sumption in the reverse link. It has been shown in [7] that
multi-antenna systems require less transmitted power
to achieve the same capacity requirements than single
antenna devices. In Long-Term Evolution (LTE), a base
station (BS) may support multiple antennas. However,
MSs may not be equipped with more than one single
antenna due to physical constraints [8,9]. Hence, imple-
menting effective solutions allowing MSs to benefit from
the advantages of multi-antenna systems without the extra
burden of having multiple antennas physically present
at the users’ side has become a major issue for current
communication systems.
Cooperative communications have recently attracted

significant attention as an effective way to improve the
performance of wireless networks [10,11]. By the use
of cooperative techniques, wireless devices are allowed
to share and use the network resources in a more effi-
cient way [6,10,12-16]. As an example, the authors in [14]
present a cooperative method to share the network
resources and manage interference among femtocells in a
distributed manner. Hence, femtocells form coalitions to
improve their performance by sharing spectral resources
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andmaximizing the spatial reuse. In [16], the authors con-
sider the consequences that arise when twomulti-antenna
systems share the same spectrum band. They demonstrate
that if cooperation between the two systems is possible,
they may achieve a performance close to the maximum
sum-rate.
An important application of cooperative techniques is

the formation of virtual multi-antenna arrays. In this
context, a number of single antenna devices may coop-
erate with each other by forming virtual multiple-input
multiple-output (MIMO) transmitters or receivers to reap
some of the benefits of multi-antenna systems [17]. The
theoretical aspects of virtual MIMO have previously
been covered in [17,18]. Work on virtual MIMO which
considers energy efficiency as an optimization metric
can be found in [8,12,19]. The authors in [12,19] illus-
trate the energy savings obtained when virtual MIMO
techniques are used compared with non-cooperative
approaches in wireless sensor networks. They argue that
at certain ranges from the destination node, coopera-
tive MIMO results in a more energy efficient solution
that also reduces the total delay compared with the non-
cooperative case. In [8], an approach to optimize the
power allocation between transmitter and relay in order
to minimize the overall energy per bit consumption is
presented. Moreover, it is shown that by using an opti-
mal power allocation, the virtual MIMO case achieves an
energy efficiency performance close to the ideal MIMO
system.
As mentioned previously, most of the current research

in energy efficient virtual MIMO tackles the problem of
‘why to cooperate.’ Nevertheless, there are two questions
that remain unanswered, namely ‘when to cooperate’ and
‘with whom to cooperate.’ In this work, we aim to provide
an answer for both questions by providing a coalition for-
mation framework that allows single antenna devices to
decide with whom to cooperate in order to obtain energy
savings in the reverse link transmission.
In addition, the implementation of cooperative solu-

tions may face many challenges due to the large scale
nature of wireless systems. Cooperation comes along
with costs such as power expenditure that may limit or
reduce the system’s performance. Moreover, if coopera-
tion between the users is regulated by a centralized entity,
a significant amount of wireless signaling overhead is
required between the users and the network. Further-
more, it is well known that the use of centralized tech-
niques entails extra implementation costs and an increase
in system’s complexity [1,20,21]. Thus, the design of effec-
tive techniques that allow the single antenna devices to
autonomously decide when and with whom to cooperate
with the aim of obtaining power savings in the reverse
link is a matter of vital importance in communication
systems [22,23]. In this regard, game theory provides a

powerful mathematical tool for the design of distributed
solutions in cooperative communications [5,10,13,22].
Through the use of coalitional game theory, the authors
in [22] propose a merge and split distributed algorithm
to form multi-antenna coalitions among single antenna
devices. The aim of their work is to maximize the users’
rate while accounting for the cost of cooperation in terms
of power. The main difference between the merge and
split scheme and our proposal is that splitting may involve
finding all the possible partitions of the set formed by
the users in a coalition, which increases significantly the
complexity of the method when compared to the scheme
presented in this paper. The authors in [24] propose a
relay selection method to improve the spatial diversity
in the system by using the concept of amplify and for-
ward. They model the cooperation in wireless networks
as a Stackelberg game. Moreover, they consider as opti-
mization parameters the transmitted power and the user
rate. The proposal is quite novel and interesting; how-
ever, they take into account the transmitted power rather
than the overall power consumption. In addition, the com-
munication overhead and the complexity of the method
due to the use of the Stackelberg game may add an extra
limitation to the system. In [5], we propose an energy-
efficient solution for virtual MIMO coalition formation,
where cooperation is modeled as a game theoretical
approach derived for the concept of stable marriage with
incomplete lists. An optimal relay is selected to jointly
minimize the reverse link power expenditure. Further-
more, we show that the communication overhead may
be significantly reduced by using distributed techniques.
Nevertheless, a major drawback of the framework pro-
posed in [5] is that the number of elements able to join
the coalition is constrained to a limited number, typically
two.
The main contributions of this paper are as follows: (1)

to provide a distributed low-complexity virtual MIMO
coalition formation algorithm to reduce the energy con-
sumption in the reverse link; (2) our solution can support
any number of transmitters participating in the coali-
tions; (3) we focus on enhancing the MS performance by
forming virtual coalitions with the relay stations (RSs).
Moreover, we optimize the overall power consumption
of MSs and RSs for reverse link transmission; (4) we
analyze our proposal from both diversity and capacity
perspectives; and (5) our proposal focuses on reducing
the overall device consumed power rather than the trans-
mitter radio frequency (RF) power, thus we take into
account the power consumption of the RF components
such as the power amplifiers and the baseband (BB)
module.
The rest of the paper is structured as follows: Section 2

describes the problem scenario, Section 3 presents our
power consumption model and performance measures. In
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Section 4, our cooperative framework is shown. More-
over, in Section 5, we present a theoretical analysis of the
consequences arising when optimizing the overall con-
sumed power rather than the transmitted power when
implementing spatial diversity and spatial multiplexing
in multi-antenna systems. A summary of the compari-
son schemes and our simulation scenario is described in
Section 6. Simulation results are presented in Section 7.
Finally, Section 8 offers concluding remarks.

2 System scenario
In this section, the scenario adopted in this paper is
described. We consider a system with N single antenna
MSs transmitting data to a multi-antenna base station. In
addition, R single antenna RSs are uniformly distributed
through the cell. We assume R � N , since a bigger num-
ber of RSs than MSs provides better chances of having
an increase in power savings due to the gains in capacity
and diversity that can be obtained through the formation
of virtual arrays. If the number of RSs is equal or less
than the number of MSs, the performance of the system
will get close to a single-input multiple-output (SIMO)
system since the odds to find a suitable RS to cooper-
ate may decrease. Moreover, previous work as the one
presented in [25] suggests that RSs can be also solar pow-
ered, thus scenarios where a significant amount of RSs is
deployed can be used as a suitable option to reduce power
consumption.
Regarding power computations, we consider the overall

power expenditure of MSs and RSs for coalition forma-
tion when forming virtual arrays. In order to improve
the user’s performance, single antenna devices (MSs and
RS) are allowed to cooperate by forming Mt × Mr virtual
MIMO coalitions, whereMr is the number of antennas at
the BS, and Mt is the number of single antenna devices
forming a virtual MIMO link. If cooperation is not feasi-
ble, MSs will prefer to transmit on their own to the BS in
SIMOmode.

In Figure 1, the orthogonal frequency division multiple
access (OFDMA) scenario is shown. The system band-
width B (Hz) is divided into X resource blocks (RBs). In
order to avoid mutual interference, an RB is assigned to
each user independently. An RB defines the basic time-
frequency unit with bandwidth BRB = B/X (Hz).

2.1 Virtual MIMO link
Figure 2 shows a virtualMt × Mr MIMO link implement-
ing spatial multiplexing. At the first time slot, the MS
forwards the information vector s to its peers by using
the cooperative link. In the subsequent slot, the MS and
RSs will transmit the information vector s at the reverse
link through the MIMO channel H. We use decode-and-
forward which is an obvious method for multiple trans-
mitters cooperating to send data to a multiple antenna
receiver as previously shown in [26]. In addition, to avoid
mutual interference, the reverse and the cooperative link
should be designed to be orthogonal to each other. When
spatial multiplexing is implemented, we assume that the
cooperative link has sufficient bandwidth for informa-
tion transmission, thus cooperation is supported without
any major interference issue. Hence, MSs can transmit
their signal vector s to the cooperating peers and they
can demultiplex it into independent information streams
for simultaneous transmission in the next time slot. This
adds an extra delay in the end-to-end transmission. Nev-
ertheless, this is a common limitation of virtual MIMO
cooperative approaches. A similar representation can be
used for the spatial diversity concept by replacing the vec-
tor s with the information symbol s. Thereby, all antennas
involved in the coalition transmit the same symbol s in the
reverse link.

2.2 Cooperative link
For the single antenna devices (MSs and RSs) to coop-
erate among each other, the setup and maintenance of
a cooperative link is required. The cooperative link is

SIMO user 

MIMO coalition 

frequency

MIMO coalition 1

2

3

1 2 3

Figure 1 User cooperation example coalitions considering an OFDMA transmission model.
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Figure 2 A virtualMt × Mr MIMO link.

based on a short-range transmission, which is primarily
used for information exchange between the transmitting
peers. Thus, the channel between the MS-n and the RS-
r can be modeled as a κth-power path loss (loss ≈ 1

lκnr
)

with additive white Gaussian noise (AWGN). Accordingly,
the received power Pnr at the RS-r, transmitted from the
MS-n is given by:

Pnr = Ptnr l−κ
nr , (1)

where lnr is the distance between the RS-r and the MS-
n, and Ptnr is the transmitted power for cooperation.
Hence, the signal-to-noise-ratio (SNR) at the RS side is
represented by:

ηnr = Pnr
N0

, (2)

where N0 is the noise power. Moreover, due to the broad-
cast nature of the wireless channel, when the MS broad-
casts its information to the farthest RS in the coalition, all
other RSs can also receive and decode simultaneously this
information. Thus, define S′

n ∈ R as the subset of RSs
which have formed a coalition with the MS-n. The cost of
cooperation can be defined as the MS’s maximum trans-
mitted power to reach the farthest RS in the coalition.
Thereby, define the set of distances between theMS-n and
its S′

n subset of RSs as:

D∗
nr = {ln(1), ln(2), . . . , ln(ω)}, (3)

s.t ln(1) ≤ ln(2) ≤ . . . ≤ ln(ω),

where ω = |S′
n| and |.| define the cardinality of the sub-

set. Thus, by using Equations 1 and 2, the power spent for
cooperation may be represented by:

Ptcop = ηn(ω)lκn(ω)N0. (4)

In this work, we assume that there is sufficient band-
width to support cooperative links without any major
interference.

2.3 Reverse link channel model
The channel coefficient between a multi-antenna BS sep-
arated by a distance lk from the kth MIMO coalition
is determined by path loss, log-normal shadowing, and
channel variations caused by frequency selective fading.
In this work, a fading Rayleigh channel is considered, thus
the fading coefficients for anMr ×Mt MIMO channel can
be represented by a matrix:

H =

⎡
⎢⎢⎢⎣

h1,1 h1,2 · · · h1,Mt
h2,1 h2,2 · · · h2,Mt
...

...
. . .

...
hMr ,1 hMr ,2 · · · hMr ,Mt

⎤
⎥⎥⎥⎦ , (5)

where each matrix element defines a zero mean circular
symmetric complex gaussian (ZMCSCG) random variable
with unit variance [7]. If the MS prefers to transmit in
SIMO mode, the channel can be defined by the following
vector:

h =[ h1, h2, . . . , hMr ]T . (6)

Furthermore, path loss and shadowing are considered to
attenuate the transmitted signal, thus, the received power
Pr at the BS side is given by [27]:

Pr = Pt10
−L(lk )+Xσ

10 , (7)

where Pt represents the transmitted power, Xσ is the log-
normal shadowing value (dB) with standard deviation σ ,
and L(lk) is the distance dependent path loss (dB) which is
calculated as follows:

L(lk) = a + b log10(lk) [ dB] , (8)

where a = 15.3 and b = 37.6 are path loss constants
for a micro urban cell scenario. Moreover, since single
antenna devices use a short-range transmitter for infor-
mation exchange, a valid assumption is to consider that
the elements involved in aMIMO coalition are sufficiently
closely spaced to experience the same shadowing and
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path loss. Nevertheless, the channel fading experienced
for the single antenna devices involved in a MIMO coali-
tion can be considered as uncorrelated [28]. In addition,
we assume the receiver and transmitter know the chan-
nel coefficients between them. State-of-the-art wireless
standards such as LTE may implement closed-loop tech-
niques to obtain current channel state information [29].
In this work, coalitions are formed to reduce the reverse
link power consumption by using the concepts of spatial
diversity and spatial multiplexing as shown below.

2.3.1 Spatial diversity
The received signal at the BS from the kth MIMO coali-
tion is represented as:

yk =
√

Pr
Mt

Hws + n, (9)

where Mt is the number of transmit antennas per coali-
tion, s is the scalar information symbol with unit energy,
n is the noise and, w is a complex weight vector that
should satisfy ‖w‖2F = Mt to constrain the total average
transmitted power, where ‖ · ‖2F is the Frobenius norm.
Accordingly, the SNR for a MIMO coalition is given

by [7]:

ηk_mimo = ‖gHHw‖2FPr
Mt‖g‖2FN0

, (10)

where N0 is the noise power and g is an Mr × 1 com-
plex weight vector which multiplies the received signal at
the BS. Thus, maximizing the SNR at the receiver side is
equivalent to maximizing the term ‖gHHw‖2F/‖g‖2F . The
proper choices of w/

√
Mt and g that maximize the SNR

are the input and output singular value vectors corre-
sponding to the maximum singular value σmax of H [7].
By the use of the singular value decomposition (SVD)
the channel matrix can be represented as H = U�VH ,
where VH represents the conjugate transpose of V. More-
over, the columns of V and U are known as the input and
output singular vectors, respectively. In addition, � =
diag{σ1, σ2, . . . , σJ } with σi ≥ 0, where σi is the ith singu-
lar value of the channel, and J is the rank of H. Thus, the
received SNR at the BS side from the kth MIMO coalition
may be expressed as follows:

ηk_mimo = σ 2
maxPr
N0

, (11)

In the case of a SIMO user, Equation 9 is re-written in
the following way:

yk = √Prhs + n. (12)

Thereby, the received SNR at the BS may be represented
by [7]:

ηk_simo = ‖h‖2FPr
N0

, (13)

2.3.2 Spatial multiplexing
When channel knowledge is assumed, the individual spa-
tial channel modes may be accessed through linear pro-
cessing at the transmitter and receiver side [7]. Hence,
a signal vector s of dimension J × 1 which is trans-
mitted from the kth MIMO coalition through a rank J
MIMO channel,H, after linear processing at the BS side is
represented by:

ỹk =
√

Pr
Mt

UHHVs + UHn,

=
√

Pr
Mt

�s + ñ, (14)

where V represents the matrix with dimensions Mt × J
that multiplies s at the transmitter side. Moreover, UH

represents the matrix with dimensions Mr × J that mul-
tiplies the signal at the receiver side. In addition, ñ is
the ZMCSCG noise vector after processing, with dimen-
sions J × 1. The transmitted signal vector s must satisfy
E{ss}H = Mt to constrain the total transmitted power.
Furthermore, Figure 3 shows howH is decomposed into J
parallel single-input single-output (SISO) channels under

Figure 3Modal decomposition of the channel.
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the assumption of channel knowledge at the transmitter
side, where each parallel sub-channel satisfies:

ỹi =
√

Pr
Mt

√
σisi + ñi, i = 1, 2, . . . , J . (15)

Hence, the total reverse link user throughput will
become the sum of the individual parallel SISO channel
capacities, where the SNR of the ith spatial channel (SC)
is given by:

ηi_SC = Prζiσi
MtN0

, (16)

where ζi = E{‖si‖2}, i = 1, 2, . . . , J , represents the trans-
mitted power in the ith SISO parallel sub-channel and
must satisfy

∑J
i=1 ζi = Mt .

Moreover, since the transmitter may access multiple
parallel SISO channels, the problem becomes how to
allocate the power in a way that maximizes the mutual
information. The optimal value of ζi is found iteratively
through the use of the water-pouring method, which is
explained in detail in [30].
When cooperation is not suitable, the MSs will transmit

in SIMO mode, where the achievable SNR is defined by
Equation 13.

3 Physical components power consumption
model and performancemetrics to optimize the
overall consumed power

In this paper, we focus on optimizing the overall power
consumption of the MS’s components rather than only
the transmitted power. For the MIMO user case, we con-
sider the power expenditure in both the reverse and the
cooperative link. When cooperation is not feasible, MSs
would prefer to transmit in SIMO mode, hence only the
reverse link power expenditure is taken into account. The
reverse and cooperative link power consumption mainly
depend on components such as the RF parts and the BB
signal processing module [3]. The RF module incorpo-
rates the power expenditure of power amplifiers, and the
BB module comprises the power consumption for chan-
nel coding/decoding and modulation/demodulation. For
modeling the RF and BB module, we use the model previ-
ously presented in [3], where the authors make an analysis
of the power expenditure for both modules in a LTE
mobile station. Therefore, the overall consumed power in
SIMO mode, Psimo, depends primarily on the transmitted
power in the reverse link Pt .

Psimo(Pt) = Pcirc(Pt). (17)

Furthermore, the total consumed power to form a vir-
tual MIMO link becomes a function of the transmitted
power in the reverse link Pt , and how this is distributed
between the mobile and the relay stations, which is

defined by the weight vector, w, when implementing spa-
tial diversity and by the water filling coefficients ζi, i =
1, 2, . . . , J , for the spatial multiplexing case. Thus, the total
consumed power in the reverse link when implement-
ing spatial diversity or spatial multiplexing respectively is
obtained as follows:

Pmimo_diversity(Pt) =
Mt∑
i=1

Pcirc
(
Pt‖wi‖2

Mt

)
, (18)

Pmimo_capacity(Pt) =
Mt∑
i=1

Pcirc
(
Ptζi
Mt

)
, (19)

where Pcirc is defined as the circuit power in the reverse
link spent by each of the single antenna devices such as
MSs or RSs forming the MIMO link. In addition, the
power expenditure due to the cooperative link, Pcircop,
should be added to Equations 18 and 19. Thereby, the total
power expenditure to form the virtual MIMO link when
implementing spatial diversity or spatial multiplexing is
given by:

Pmimo_diversity_total(Pt ,Ptcop) = Pcircop(Ptcop)

+
Mt∑
i=1

Pcirc
(
Pt‖wi‖2

Mt

)
,

(20)

Pmimo_capacity_total(Pt ,Ptcop) = Pcircop(Ptcop)

+
Mt∑
i=1

Pcirc
(
Ptζi
Mt

)
.

(21)

Tomodel the circuit consumed power of the RFmodule,
we consider a power amplifier array [3,31] which is based
on four power amplifiers: a low-power amplifier (LPA)
and three high-power amplifiers, HPA 1, HPA 2, and HPA
3, as presented in Figure 4. The power amplifier efficiency
is assumed equal for both high-power amplifiers; however,
HPA 1 and 2 are designed to transmit up to one fourth and
to one half of the maximum transmitted power of HPA
3, respectively. Thus, the circuit power expenditure at the
reverse link Pcirc [W] is given by:

Pcirc(Pt�) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2 + 0.005(Pt�) − A 14 ≥ Pt�

1.2+0.12(Pt�)−(A− 3
4PBB)

4 17 ≥ Pt� > 14

1.2+0.12(Pt�)−(A−PBB)
2 20 ≥ Pt� > 17

1.2 + 0.12(Pt�) − A 24 ≥ Pt� > 20
(22)

where the Pt� represents the transmitted power per
antenna in [dBm], which is the input value converted to
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LPA

HPA1

INPUT

OUTPUT

SWIN
SWOUT

SWOUT

HPA2

HPA3

Figure 4 Internal model of the power amplifier for the RF
module.

[dBm] of Pcirc in Equations 17, 20, and 21, and A is a set of
constant values defined as follows [3]:

A = PTx + Pcon − PBB [W] . (23)

The value PTx is the minimum power that the RF chain
consumes in transmission mode, Pcon is the MS’s power
consumption when connected to the BS, and PBB is the
power consumed by the BB module [3].
In addition, the cooperative link is constructed by using

a short-range communication link, thus to model its cir-
cuit power expenditure Pcircop, we use the LPA model
shown below:

Pcircop(Ptcop) = 2 + 0.005(Ptcop) − A [W]
14 ≥ Ptcop [ dBm] .

(24)

3.1 Performance metrics to optimize circuit consumed
power

The achievable throughput on the link between the kth
coalition and the BS when diversity is enhanced is calcu-
lated as [27]:

Tk_diversity(ηk) = nRBk ksc	sε(ηk) [bits/s] , (25)

where nRBk is the number of resource blocks assigned
to the kth coalition, ksc is the number of subcarriers

per resource block, 	s is the symbol rate per subcar-
rier, and ε(ηk) is the spectral efficiency for an LTE sys-
tem [27]. Moreover, ηk in Equation 25 must be replaced
by Equation 11 when the user transmits in MIMO or by
Equation 13 when the user transmits in SIMO mode. In
the case when spatial multiplexing is implemented, the
throughput is given by:

Tk_capacity(ηi_SC) = nRBk ksc	s
J∑

i=1
ε(ηi_SC) [bits/s] ,

(26)

where ηi_SC is the SNR in the ith individual parallel SISO
channel previously given in Equation 16 and J is defined
as the rank of the channel. The user energy efficiency
βk measures the user throughput per unit of consumed
energy.

βk = Tk/Ptotal_k [bits/J] . (27)

This is based on the total consumed power Ptotal_k ,
where Ptotal_k is equal to Psimo in Equation 17 when the
coalition acts in SIMO mode, and to Pmimo_diversity_total in
Equation 20 or Pmimo_capacity_total in Equation 21, when
a virtual MIMO link is constructed to implement spatial
diversity or spatial multiplexing, respectively. Moreover,
Tk is replaced as required by Tk_diversity in Equation 25 or
Tk_capacity in Equation 26. Additionally, the system energy
efficiency βsys is defined as the ratio between the total user
throughput and the total power spent by all the users in
the system:

βsys =

N∑
k=1

Tk

N∑
k=1

Ptotal_k
[bits/J] . (28)

4 College admission framework for distributed
virtual MIMO coalition formation

In this paper, cooperation is modeled based on the col-
lege admissions problem from game theory which has
been used for decades to model and find a stable match
between medical school students and residency programs
in the United States [32,33]. Moreover, we use the col-
lege admission framework (CAF) to find a stable match
between two sets of elements (MSs and RSs). The CAF
is a generalization of the stable marriage (SM) problem,
thus the solution for both problems tends to be similar
in practice [34]. However, coalitions are not limited only
to two participants as in the SM case [5]. As described
in [32], the CAF involves a set of colleges and a set of appli-
cants. Each applicant lists in order of preference those
institutions she/he aims to attend while each institution
lists in order of preference those applicants it is will-
ing to admit. Additionally, each institution has a limit
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in the number of applicants that is able to admit. Thus,
the problem becomes to assign applicants to institutions
by considering both, preferences and constraints. In our
problem, theN MSs take the role of colleges and the R RSs
become the applicants. Hence, RSs are assigned to MSs
to form virtual MIMO coalitions with the aim of reduc-
ing the total energy consumption of the MSs. Notice that
the purpose of this work differs from well-know antennas
selection techniques previously proposed in the litera-
ture [35]. In this work, by using a distributed method, we
aim to find the best match between two sets of N MSs
and R RSs rather than only find the best antenna elements
to transmit/receive over a well-constrained set as previ-
ously shown in [35]. Thus, by using the CAF each MS
may have multiple RS but each RS belongs to one MS
only.
Virtual MIMO coalitions implement spatial diversity or

spatial multiplexing respectively to obtain power savings
in the reverse link. An important property of the CAF is
that it leads the system to a stable solution as described
in [33,36]. Stability means that there are no RSs and MSs
in the system such that both of the following assumptions
are true:

• The RS is not included into any coalition or would
prefer to form a virtual MIMO link with a different
MS to the one that is currently matched with;

• The MS is able to include another RS into its MIMO
coalition or would prefer to cooperate with a
different RS to one of its current partner RSs.

Thus, as stated in [33], when in the CAF method the
conditions above are met and no match variations are
presented, it always produces a stable outcome.
A mapping M is a tuple of one MS with a subset of one

or more RSs, such that each single antenna device (MS or
RS) belongs exactly to one tuple. Hence, if (n, S′

n) ∈ M,
we say that the subset S′

n of RSs is the cooperative part-
ner set of MS-n in M and vice versa, where S′

n ∈ R. The
distributed coalition formation algorithm is described as
follows:

1. At the beginning of the algorithm, each MS in the
system sends a broadcast message through the
cooperative link to find the subset of RSs willing to
cooperate and form a virtual MIMO link, which for
the MS-n is denoted by Sn ∈ R.

2. Moreover, the RSs in the system exchange their
channel statistics in the reverse link (fading
coefficient, path loss, and shadowing) and the
channel statistics in the cooperative link (path loss)
with the subset of MSs willing to cooperate with
them, which for the RS-r is denoted by Sr ∈ N .
Thereafter, each mobile station has the means to
rank its subset of suitable RSs, Sn, by using the

following utility function, that in the diversity
enhancement case is defined by:

Unr_diversity(ηtarget) = Psimo(ηtarget)

− Pmimo_diversity(ηtarget),
(29)

where Unr_diversity represents the difference in power
expenditure when the MS-n transmits on its own or
forms a virtual MIMO link with the RS-r, and ηtarget
is a fix target SNR that SIMO and MIMO coalitions
aim to achieve. Thus, the higher is the value of the
utility, the more MS-n will be willing to form a
virtual link with RS-r. Moreover, a negative value of
Unr_diversity means that forming a coalition with the
RS-r become less energy efficient, thus the MS will
prefer to transmit in SIMO mode. In the case when
implementing spatial multiplexing, each MS-n ranks
each RS-r from its subset Sn by using the following
utility function:

Unr_capacity(Ttarget) = Psimo(Ttarget)

− Pmimo_capacity(Ttarget),
(30)

where Unr_capacity represents the difference in energy
efficiency performance when the MS-n transmits on
its own or forms a coalition with RS-r, and Ttarget
represents a target transmission rate that both SIMO
and MIMO users aim to achieve. Thus, as in the case
where diversity is enhanced, the higher the value of
the utility, the MS-n will be more willing to form a
virtual MIMO link with the RS-r. The MS-n’s
preference list ιn is formed by evaluating the utility
for each RS in Sn with Equation 29 when diversity is
enhanced or Equation 30 for the capacity
enhancement case. Moreover, the RSs of the MS-n’s
preference list, ιn, must be sorted in descending
order as follows:

ιn = {RSn(h),RSn(2), . . . ,RSn(1)}, (31)
s.t Un(1) ≤ Un(2) ≤ . . . ≤ Un(h),

where Un(r) represents the pairwise comparisons
between the MS-n and the RS-r, and h = |Sn|, where
|.| is defined as the cardinality of the sub-set. These
are the values obtained from Equation 29 or 30
whenever the preference list is designed to
implement spatial diversity or spatial multiplexing,
respectively. Notice that when Un(r) becomes
negative, the MS-n will not consider the RS-r for
coalition formation, thus RS-r will not be included in
the MS-n ranking list, ιn.

3. Mobiles are only required to exchange their channel
statistics in the reverse link with the RSs willing to
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cooperate with them. Based on this information, RSs
are able to rank their subset of MSs, Sr , by using the
following utility function when diversity is enhanced:

Urn_diversity(ηtarget) = Pcirc

(
Pt(ηtarget)‖wrs‖2

Mt

)

− Pcirc

(
Pt(ηtarget)‖wms‖2

Mt

)
.

(32)
For the capacity case, Equation 32 may be re-written
as follows:

Urn_capacity(Ttarget) = Pcirc
(Pt(Ttarget)ζrs

Mt

)

− Pcirc
(Pt(Ttarget)ζms

Mt

)
.

(33)
Equations 32 and 33 represent the difference in
power expenditure between the RS-r and the MS-n
when forming a virtual MIMO link, respectively.
Thus, the larger the value of the utility, the larger the
power expenditure of the RS due to its better channel
conditions in the reverse link when compared to the
MS. Furthermore, the RS’s preference list, ιr , is
obtained by evaluating each of the elements in the Sr
subset by Equation 32 or 33 when using spatial
diversity or spatial multiplexing, respectively. The
elements of ιr are also sorted in descending order as
the ιn case described previously in Equation 31.

4. Once the preference lists for MSs and RSs are
obtained, Algorithm 1 from [33] can be performed.
Algorithm 1 is implemented in a distributed way
with the sole participation of MSs and RSs, thus a
centralized entity such as a BS is not required for the
algorithm implementation. Hence, RSs and MSs
exchange signaling messages through the cooperative
link with the corresponding members contained in
their preference lists ιr and ιn, respectively. At the
initial state, MSs transmit in SIMO mode, further,
MSs and RSs aim to form virtual MIMO coalitions
with the elements with the highest ranking in their
preference lists. If that is not possible, they remove
the element and propose or wait for a proposal of the
next element in their corresponding list. When a new
RS wants to join a coalition, the coalition checks to
see if adding RS-r to the kth coalition will generate
energy savings. The RS-r communicates its channel
statistics in the reverse and cooperative links to the
elements of the coalition. Hence, the k th coalition
computes the difference in energy consumption by
adding RS-r to the coalition which is calculated in an
analogous way as presented in Equations 29 and 30
for the diversity and capacity case, respectively. If no

power savings are obtained, the RS contacts the next
MS on its list. The algorithm runs in an
asynchronous way, thus the interaction between MSs
and RSs can occur in an ad hoc fashion.

Algorithm 1: College admission framework (CAF),
after [36]
Initialization: All MSs must be operating in SIMO
mode and all the RSs are free;
while There is anMS-n wanting to form aMIMO link;
do

‘r(h) is the highest ranked MS in the RS-r
preference list, ιr , to whom the RS-r has not
proposed yet;
if RS-r is contained in the MSr(h)’s preference list;
then

ifMSr(h) is free; then
theMSr(h) and the RS-r become engaged;

else
MSr(h) is already engaged with a subset
of RSs, S̄n ∈ R;
if If adding the RS-r to the MSr(h) current
subset of RSs, S̄n, provides energy savings;
then

RS-r becomes engaged;
end if
if If adding the RS-r to the MSr(h) current
subset of RSs, S̄n, does not provides extra
energy savings. Nevertheless, MSr(h)
prefers RS-r to the RS-t in its preference
list, ιr(h), where RS-t ∈ S̄n; then

RS-r becomes engaged;
RS-t becomes free;

else
MSr(h) is deleted from the list of the
RS-r, ιr ;

end if
end if

end if
end while

5 Analysis of the consequences in performance of
MIMO systems when the overall consumed
power is optimized

In this section, a theoretical analysis is provided of
the consequences arising in terms of energy efficiency
when the overall power consumption is considered as an
optimization metric rather than the transmitted power.
Hence, to show the effects on user performance, we ana-
lytically derive the statistics of the transmitted and overall
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consumed power when implementing spatial diversity or
spatial multiplexing respectively. While these statistics
can be obtained experimentally, we derive them in closed
form.

5.1 Spatial diversity approach
From Equation 7, we know that the transmitted power of
any signal, Pt , can be calculated by:

Pt = Pr

10
−L(lk )+Xσ

10

. (34)

Moreover, if we combine Equation 11 with Equation 34,
we obtain the transmitted power for a MIMO user:

Pt_mimo = ηk_mimoN0

σ 2
max10

−L(lk )+Xσ
10

. (35)

Given that on average, E{σ 2
max} = Mt × Mr and Xσ =

0 [7], this allows us to re-write the equation above as
follows:

Pt_mimo = ηk_mimoN0

Mt × Mr10
−L(lk )

10

. (36)

To obtain the statistics for the transmitted power of a
MIMO user, Pt_mimo, we assume that the MSs are uni-
formly distributed in the cell. Therefore, for a circular
cell of radius R, it is known that the probability distribu-
tion function (PDF) of the distance of any point from the
center is [12]:

flk (lk) = 2lk
R2 lk ∈ [ 0,R] . (37)

In addition, from Equation 8, we observe that path loss is
an element depending on distance, thus to derive its PDF,
we use the transformation of random variables. Thereby,
we obtain the inverse relationship of the distance as a
function of path loss as follows:

lk(L) = 10
( L−a

b
)
, (38)

Hence, the path loss PDF fL(L) may be derived by:

fL(L) =
∣∣∣∣dlkdL

∣∣∣∣ flk (lk(L)) L ∈ [−∞, a + blog10(R)] [ dB] ,

(39)

fL(L) = 2log(10)
bR2 10

2(L−a)
b . (40)

Once the statistics for the path loss are obtained, we pro-
ceed to derive the PDF of the transmitted power. From

Equation 36, we are able to obtain the inverse relationship
of the path loss as a function of the transmitted power for
a MIMO user, Pt_mimo.

L(Pt_mimo) = −10log10
(

ηk_mimoN0
MtMrPt_mimo

)
. (41)

Thus, the PDF of the transmitted power for a MIMO
user can be obtained as follows:

fPt_mimo(Pt_mimo) =
∣∣∣∣ dL
dPt_mimo

∣∣∣∣ fL(L(Pt_mimo))

Pt_mimo ∈
[
0,

ηk_mimoρ

MtMr10−(
a+blog10(R)

10 )

]
,

(42)

fPt_mimo(Pt_mimo) = 20
bR2Pt_mimo

10
−2
b

(
10log10

(
ηk_mimoρ

MtMrPt_mimo

)
+a
)
.

(43)

From Equation 22, we see that the circuit consumed
power, Pcirc, depends of the transmitted power when con-
verted to [dBm]. Thus, the inverse relationship of the
transmitted power, Pt_mimo, in function of the transmit-
ted power in [dBm], Pt_mimo_dBm, for a MIMO user case is
given by:

Pt_mimo(Pt_mimo_dBm) = 1e−3 × 10
Pt_mimo_dBm

10 . (44)

Thereby, the PDF of the transmitted power in [dBm],
Pt_mimo_dBm is:

fPt_mimo_dBm =
∣∣∣∣ dPt_mimo
dPt_mimo_dBm

∣∣∣∣ fPt_mimo(Pt_mimo(Pt_mimo_dBm))

Pt_mimo_dBm ∈
[
−∞, 10log10

(
1e3 × ηk_mimoN0

MtMr10−(a+blog10(R))

)]
,

(45)

fPt_mimo_dBm = 2log(10)
bR2 10

−2
b

⎛
⎝10log10

⎛
⎝ 1e3×ηk_mimoN0

MtMr10
Pt_mimo_dBm

10

⎞
⎠+a

⎞
⎠
.

(46)

Moreover, we observe that the input of Pcirc in
Equation 18 is the transmitted power for each antenna
in [dBm]. Thereby, assuming that the total transmit-
ted power for a MIMO user, Pt_mimo, is divided evenly
between each antenna as was proposed for this derivation,
the PDF of the transmitted power per antenna in [dBm],
P∗
t , is given by:

fP∗
t = 2log(10)

bR2 10

−2
b

⎛
⎜⎝10log10

⎛
⎜⎝ 1e3×ηk_mimoρ

M2
t Mr10

P∗
t
10

⎞
⎟⎠+a

⎞
⎟⎠

P∗
t ∈

[
−∞, 10log10

(
1e3 × ηk_mimoρ

M2
t Mr10−(a+blog10(R))

)]
,

(47)
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Finally, we derive the inverse relationship of the trans-
mitted power per antenna in [dBm] as a function of the
circuit consumed power in the reverse link by combining
Equations 18 and 22 as follows:

P∗
t (Pmimo_diversity) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ+A−2
0.005 14 ≥ P∗

t ,

4γ+(A− 3PBB
4 )−1.2

0.117 17 ≥ P∗
t > 14,

2γ+(A−PBB)−1.2
0.117 , 20 ≥ P∗

t > 17,

γ+A−1.2
0.117 24 ≥ P∗

t > 20.
(48)

where γ = Pmimo_diversity
Mt

. Hence, by using the transforma-
tion of random variables, the PDF of the circuit consumed
power in the reverse link for aMIMOuser is shown below:

where W = M2
t Mr , W1 = 10log10

(
1e3×ηk_mimoN0

M2
t Mr10−(a+blog10(R))

)
,

W2 = A − (0.75 × PBB), andW3 = A − PBB.
Finally, by integrating the PDFs of the transmitted and

circuit consumed power over their respective ranges,
we obtain the cumulative distribution functions (CDFs)
for transmitted and circuit consumed power, which are
shown in Figures 5 and 6, respectively. In addition, we also
find the CDFs by simulation to compare them with our
theoretical derivations. Moreover, as an example, we con-
sider SIMO andMIMO users with three and six antennas.
Furthermore, we require the users to achieve the same
target SNR, ηtarget, whether SIMO or MIMO is used, in
order to make fair comparisons in terms of power expen-
diture. Notice that to obtain the statistics of the overall
consumed power for the SIMO case, a similar procedure
is followed as the one shown for the MIMO user case. For
the required values to evaluate the statistics and perform

fPmimo_diversity =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

363log(10)
bR2Mt

10
−2
b

(
10log10

(
1e3×ηk_mimoρ

W10
γ+A−2
0.05

)
+a
)
Pmimo_diversity ∈ [0,Mt(2 + 0.005W1 − A)] ,

68log(10)
bR2Mt

10
−2
b

(
10log10

(
1e3×ηk_mimoρ

W10
4γ+A−0.75PBB−1.2

1.17

)
+a
)
Pmimo_diversity ∈ [Mt(2 + 0.005W1 − A),Mt

( 1.2+0.117W1−W2
4

)]
,

34log(10)
bR2Mt

10
−2
b

(
10log10

(
1e3×ηk_mimoρ

W10
2γ+A−PBB−1.2

1.17

)
+a
)
Pmimo_diversity ∈ [Mt

( 1.2+0.117W1−W2
4

)
,Mt

( 1.2+0.117W1−W3
2

)]
,

17log(10)
bR2Mt

10
−2
b

(
10log10

(
1e3×ηk_mimoρ

W10
γ+A−1.2

1.17

)
+a
)
Pmimo_diversity ∈ [Mt

( 1.2+0.117W1−W3
2

)
,Mt(1.2 + 0.117W1 − A)

]
.

(49)
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Figure 5 Transmitted power [dBm]. User performance differences, when enhancing diversity and optimizing transmitted power.
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Figure 6 Overall consumed power (W). User performance differences, when enhancing diversity and optimizing overall consumed power.

the simulations, we consider the values shown in Table 1.
These results are discussed further in subsection 5.3.

5.2 Spatial multiplexing approach
For the following derivations, we use Shannon’s capac-
ity formula for ease of analysis and without loss of
generality. Thus, Equation 26 can be re-written as
follows:

Tk_capacity =
J∑

i=1
log2

(
1 + ηi_SC

)

=
J∑

i=1
log2

(
1 + Prζiσi

MtN0

)
.

(50)

Moreover, if we assume equal gain conditions between
the multiple parallel SISO channels ζi = 1, E{‖H‖2F} =
MrMt = Jσi [7], Equation 50 may be re-written
as:

Tk_capacity =
J∑

i=1
log2(1 + ηi_SC)

= J log2
(
1 + PrMr

JN0

)
.

(51)

Thus, by combining Equation 34 and Equation 51, we
obtain the required transmitted power as:

Pt = β

Mr10
−L(dk )

10

, (52)

Table 1 Simulation parameters

Parameter Value

MSs per macro-cell, N 20

RSs per macro-cell, R 95

Number of antennas at the receiver,Mr 6

Cell radius 150 m

Number of available RBs, X 20

Number of cells, D 1

Subcarriers per RB, ksc 12

Symbol rate per subcarrier, 	s 15 kbps

PTx 31.8 dBm

Pcon 23.8 dBm

PBB 11.7dBm

Maximum user transmit power 24 dBm

Shadowing, Std. Dev., σ 3 dB

ηtarget 17 dB

Ttarget 910 kbps

ε for 17 dB SNR 4.5 bits
symbol

κ 3.5

Path loss constant, a 15.3

Path loss constant, b 37.6
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where β =
(
2

Tk_capacity
J − 1

)
JN0. To obtain the statis-

tics of the transmitted power Pt , we assume that the MSs
are uniformly distributed over the cell. Moreover, from
Equation 52, we obtain the inverse relationship of the path
loss in function of the transmitted power.

L(Pt) = −10log10
(

β

MrPt

)
. (53)

Thus, by using a similar approach as in Equation 39, the
PDF of the transmitted power may be obtained as:

fPt = 20
R2bPt

10
−2
b

(
a+10log10

(
β

MrPt

))
Pt ∈

[
0,

β

Mr10−(
a+blog10(R)

10 )

]
.

(54)

Furthermore, we require to obtain the transmitted
power in [dBm]. Thus, the inverse relationship of the
transmitted power, Pt , as function of the transmitted
power in [dBm], Pt_dBm, is given by:

Pt(Pt_dBm) = 1e−310
Pt_dBm

10 . (55)

Thereby, by using a similar approach as in Equation 45,
we derive the PDF of the transmitted power in [dBm] as
follows:

fPt_dBm = 20log(10)1−3

R2b
10

−2
b

(
a+10log10

(
β

1e−3Mr10
Pt_dBm

10

))

Pt_dBm ∈
[
−∞, 10log10

(
1e3 × β

Mr10−(
a+blog10(R)

10 )

)]
,

(56)

As in the diversity case, we should observe that in order
to compute the circuit consumed power Pcirc, Equation 22,
we require the transmitted power per antenna. Thus,
assuming that the transmitted power is divided evenly
over all the antennas, the PDF of the transmitted power
per antenna in [dBm] is:

fP∗
t = 20log(10)

R2b
10

−2
b

⎛
⎝a+10log10

⎛
⎝ β

MrMt1e−310
P∗
t
10

⎞
⎠
⎞
⎠

P∗
t ∈

[
−∞, 10log10

(
1e3 × β

MtMr10−(
a+blog10(R)

10 )

)]
,

(57)

Finally, we derive the inverse relationship of the trans-
mitted power per antenna in [dBm] as a function of the
circuit consumed power in the reverse link by combining
Equations 19 and 22 as shown:

P∗
t (Pmimo_capacity) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ1+A−2
0.005 14 ≥ P∗

t ,

4γ1+(A− 3PBB
4 )−1.2

0.117 17 ≥ P∗
t > 14,

2γ1+(A−PBB)−1.2
0.117 , 20 ≥ P∗

t > 17,

γ1+A−1.2
0.117 24 ≥ P∗

t > 20.
(58)

where γ1 = Pmimo_capacity
Mt

. Moreover, by using the trans-
formation of random variables, the PDF of the circuit
consumed power is shown below:

fPmimo_capacity =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

363log(10)
bR2Mt

10
−2
b

⎛
⎝10log10

⎛
⎝ 1e3β

MtMr10
γ1+A−2

0.05

⎞
⎠+a

⎞
⎠
Pmimo_capacity ∈ [0,Mt(2 + 0.005Z1 − A)] ,

68log(10)
bR2Mt

10
−2
b

⎛
⎝10log10

⎛
⎝ 1e3β

MtMr10
4γ1+A−0.75PBB−1.2

1.17

⎞
⎠+a

⎞
⎠
Pmimo_capacity ∈

[
Mt(2 + 0.005Z1 − A),Mt

(
1.2−0.117Z1−Z2

4

)]
,

34log(10)
bR2Mt

10
−2
b

⎛
⎝10log10

⎛
⎝ 1e3β

MtMr10
2γ1+A−PBB−1.2

1.17

⎞
⎠+a

⎞
⎠
Pmimo_capacity ∈

[
Mt
(
1.2−0.117Z1−Z2

4

)
,Mt

(
1.2+0.117Z1−Z3

2

)]
,

17log(10)
bR2Mt

10
−2
b

⎛
⎝10log10

⎛
⎝ 1e3β

MtMr10
γ1+A−1.2

1.17

⎞
⎠+a

⎞
⎠
Pmimo_capacity ∈ (Mt

(
1.2+0.117Z1−Z3

2

)
,Mt(1.2 + 0.117Z1 − A)] .

(59)
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where Z1 = 10log10

(
1e3β

MrMt10−(
a+blog10(R)

10 )

)
, Z2 = A −

(0.75× PBB), and Z3 = A− PBB. Finally, as in the diver-
sity case, by integrating the PDFs of the transmitted and
circuit consumed power over their respective ranges, we
obtain the CDFs for transmitted and circuit consumed
power, which are shown in Figures 7 and 8, respectively. In
addition, we also find the CDFs by simulation to compare
them with our theoretical derivations. As an example, we
consider SIMO and MIMO users carrying three and six
antennas. Furthermore, we make the users independently
of SIMO or MIMO to achieve the same transmission
rate, Ttarget, in order to make fair comparisons in terms
of power expenditure. To evaluate the statistics and per-
form the simulations, we consider the values shown in
Table 1.

5.3 Analysis
From Figures 5 and 7, it is easy to see that increasing the
number of antennas provides power savings at all per-
centiles of the CDF when only the transmitted power is
optimized. However, this trend does not remain the same
when optimizing circuit power consumption. In Figure 6,
in the case of diversity, we see that the SIMO curve inter-
sects the MIMO curves when transmitting with three and
six antennas at the 30th and 45th percentile, respectively.
Moreover, for the capacity case in Figure 8, we see that
the SIMO curve intersects the MIMO curves when trans-
mitting with three and six antennas at the 20th and 28th
percentile, respectively. This intersection point represents
that in the diversity case, SIMO is more power efficient
for 30% and 45% of the users in the cell when compared

to MIMO when transmitting with three and six anten-
nas, respectively. The same relation holds for the spatial
multiplexing case. This is because the MSs are able to
experience better transmission conditions, when they are
close to the BS. Thus, turning on the RF transmitter and
the BB module of the relay stations is less power efficient
than transmitting with only one antenna. Nevertheless, as
the users get close to the cell edge increasing the num-
ber of transmit antennas tends to be an energy efficient
solution when circuit power consumption is optimized.
This fact can be seen from Figures 6 and 8, since as the
number of antennas increases, it allows the three and six
antennas curves to converge faster to the tail of the distri-
bution. Our analysis in this section will be useful to under-
stand the performance of our framework proposed in
Section 7.

6 Comparison schemes and simulation scenario
To evaluate the performance of our proposal, we describe
four distributed relay selection algorithms, which allow
MSs and RSs to cooperate to form MIMO coalitions with
the purpose of reducing the energy consumption in the
reverse link. In addition, we present a baseline scheme
where all MSs transmit on their own in SIMO mode.
Finally, we present a centralized global optimum approach
which is coordinated from the BS and based on an exhaus-
tive search. For all the methods we describe, the com-
munication between the MSs and RSs is made through
the cooperative link. Thus, the subset of RSs willing to
cooperate with the MS-n is limited by the range of the
cooperative link, which naturally limits the complexity of
the relay selection.
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Figure 7 User performance differences, when implementing spatial multiplexing and optimizing transmitted power.
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Figure 8 User performance differences, when implementing spatial multiplexing and optimizing overall consumed power.

6.1 Minimum relaying hop (MRH) path loss selection
scheme

In [37], the authors propose a relay selection method as
a function of path loss. Hence, the best RS for coalition
formation is the one with the least path loss to the MS,
this method always chooses the RS with the most energy-
efficient cooperative link.

RSc = argmin{lκnr}. (60)

From Equation 60, notice that to perform the RS selec-
tion, it is just required to know the channel statistics of the
cooperative link.

6.2 Best worst (BW) channel selection scheme
The BW method considers the quality of the cooperative
and the reverse link of each RS. This is because both links
have a direct influence on the total consumed energy to
form the virtual MIMO link. In [37], the best worst chan-
nel is used in which the relay whose worse channel is the
best is selected:

argmin
{∥∥∥∥Gr ,

1
lκnr

∥∥∥∥
}
, (61)

where Gr = ‖hr‖2F10
−L(lr)+Xσ

10 represents the channel path
gain between the RS-r and the BS, and lr defines the
distance between the rth RS and the BS.

6.3 SM scheme
In [5], a distributed RS selection algorithm is presented
which is based on the stable marriage process. This
method, as in the BW channel selection scheme, requires

the channel statistics from the RSs in the reverse and
cooperative link plus the channel statistics of the MSs in
the reverse link. Thereby, each MS and RS are able to
rank their respective candidates for coalition formation.
Noticed that the SM method has the same limitation as
the MRH and BW methods in the sense that each MS is
only able to select one RS.

6.4 SIMO transmission
We implement a baseline scheme, where all theMSs in the
network transmit in SIMO mode.

6.5 College admission framework scheme
This scheme implements our RS selection method
described in Section 4.

6.6 Centralized optimum scheme
We present a centralized global optimum scheme based
on an exhaustive search approach. Thus, the BS collects
the required channel statistics from RSs and MSs in order
to form optimal coalitions. We implement this centralized
approach with the aim of finding the price of anarchy for
our proposed scheme. The price of anarchy is computed as
the difference in performance between a centralized and a
distributed approach [38].

6.7 Simulation scenario
We perform Monte Carlo simulations with Matlab® using
the parameters presented in Table 1. This is done to com-
pare the performance of our method with the schemes
presented above. The simulation is comprised of a sin-
gle cell with the MSs and RSs distributed uniformly over
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the cell area. The cell is served by an omnidirectional BS.
Moreover, the system is noise limited, hence each coali-
tion transmits in an independent RB to avoid co-channel
interference. For the case when diversity is enhanced, we
assume that all the users (SIMO or MIMO) independent
of their distance to the BS try to achieve the same target
SNR, ηtarget. In the case when spatial multiplexing is used,
we assume that all the users in the network aim to achieve
the same data rate, Ttarget.

7 Results
From the simulations, we generate the CDFs and the
graphs that illustrate the performance in terms of overall
power expenditure for the schemes presented in Section 6.
When diversity is enhanced in Figure 9, we show the

overall consumed power at different distances from the
BS, where all the users in the cell aim to achieve the same
target SNR. We observe that the distributed and cen-
tralized approaches exhibit a similar performance when
compared to the baseline method at close distances from
the BS (up to 75 m). This is because as mentioned in
the analysis presented in Section 5.1, MSs experience
good transmission conditions close to the cell center.
Thus, turning on the BB and the RF module of the RSs
becomes less power efficient than transmitting with only
one antenna. Conversely, when channel conditions are no
longer so beneficial (e.g., after 75 m), we see that as the
MSs move away from the BS, the increase from one to
a higher number of transmit antennas allows the MS to
obtain potential energy savings. Furthermore, from the

analysis shown in Section 5.1 and the results presented in
Figure 9, we can confirm that, when circuit power con-
sumption is optimized and spatial diversity is enhanced,
by increasing the number of antennas, the obtained power
savings are more visible at the cell edge than at the cell
center. In Figure 10, we evaluate the system energy effi-
ciency, given by Equation 28. Notice that at the 50th per-
centile the CAF scheme is more energy efficient compared
to the benchmark, the MRH path loss, the BW channel,
and the SMI framework with improvements of 58%, 15%,
10%, and 5%, respectively. Nevertheless, the CAF scheme
has losses of 10% compared to the centralized global opti-
mum scheme. These losses are tolerable in practice due
to the significant reductions in complexity for the CAF
method compared to the centralized optimum scheme:
this is discussed further at the end of this section. More-
over, the better performance in energy-efficiency terms
for the CAF and the centralized optimumwhen compared
to the other distributed approaches can be easily under-
stood as a direct consequence of the bigger number of
antenna elements than can be involved in the coalition.
When spatial multiplexing is used, we aim to obtain

gains in energy efficiency by dividing the total data rate
requirements between the elements forming the virtual
MIMO link. Thereby, as in the diversity case, we can see
from Figure 11 that most of the power savings due to
coalition formation are observed at the cell border. This is
because, it is more power efficient to deliver high trans-
mission rates for SIMO users close to the BS than when
close to the cell edge due to the improved propagation
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Figure 9 User circuit consumed power against distance from the BS for the SNR = 17 dB. Performance comparison when spatial diversity is
implemented.
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Figure 10 System CDF energy efficiency. Performance comparison when spatial diversity is implemented.

conditions. Thus, using a lower modulation order for
transmitting from each antenna in a coalition when close
to the cell edge becomes more power efficient than using
a single transmitter. Hence, from the results obtained
in Section 5.2 and Figure 11, it can be understood that
increasing the number of transmit antennas to split the

total rate requirement among the transmitters by imple-
menting spatial multiplexing is more power efficient in
terms of overall power consumption at the cell border
than at the cell center.
Finally, in Figure 12, we show the performance in

terms of energy efficiency for the approaches presented
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Figure 11 User circuit consumed power against distance from the BS for bit rate 920 kbps. Performance comparison when spatial
multiplexing is implemented.
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Figure 12 System energy efficiency when enhancing capacity. Performance comparison when spatial multiplexing is implemented.

in Section 6 when spatial multiplexing is implemented.
We find that the centralized global optimum is 2% more
energy efficient when contrasted to the CAF. Moreover,
when comparing the CAF with the other distributed
approaches, we see that the CAF method has improve-
ments of 14%, 9%, 5%, and 91% over theMRH, the BW, the
SMI, and the baseline SIMO mode, respectively. Thereby,
we can confirm that increasing the number of antennas in
order to use a lower modulation order results in an energy
efficient solution for the network.
To conclude our comparison, the complexity of the

centralized global optimum approach is compared with
the proposed CAF method. On one hand, for the CAF
method, each MS-n in the system has to evaluate each
RS in its preferred subset of suitable candidates, Sn, by
using Equation 29 or 30 depending on whether diversity
or capacity are enhanced. Furthermore, each RS-r evalu-
ates its preferred subset Sr of RSs by using Equation 32
or 33. Big O notation is used to describe the growth
rate of the both schemes. Thus, the system performs
arithmetic operations with a complexity of O(|Sn|2) and
O(|Sr|2) when candidate MSs or RS are ranked, respec-
tively, where |.| is defined as the cardinality of the subset.
If we assume that R � N , the complexity of the can-
didate ranking process is bounded by the number of
RSs in the system rather than by the number of MSs.
Thereby, this will allow us to upper bound the complexity
of the candidate ranking by O(|Sn|2) operations. More-
over, forming the MS’s preference list, ιn, Equation 31
requires a sorting operation which induces a complexity

of O(|Sn|log(|Sn|)) operations. Finally, the complexity of
the decision-making, Algorithm 1 can be upper bounded
by a binary search operation which requires a complex-
ity of O(log(|Sn|)) operations. Therefore, the dominant
factor which determines the CAF scheme complexity will
be the one with the largest exponent, thus the complex-
ity of the method will be upper bounded by O(|Sn|2)
operations.
On the other hand, the centralized global optimum

scheme is based on enumerating all possible alternatives
for virtual MIMO coalition formation between the MS-
n and its preferred subset of candidate RSs, Sn. This is
done with the purpose of finding the optimal number
of transmit antennas that would minimize the overall
power consumption in the reverse link. Therefore, to
guarantee that a given feasible solution is optimal, the
solution should be compared with any other feasible solu-
tion. In general, an exhaustive search approach, where
the number of elements is discrete, is considered NP-
complete [39]. A notable characteristic of NP-complete
problems is that the required time to solve the prob-
lem increases very quickly as the size of the problem
grows [39]. To implement the exhaustive search scheme,
each MS in the system will evaluate the total num-
ber of possible combinations in its preferred subset of
candidate RSs, Sn. Hence, the total number of possible

combinations is computed by
|Sn|∑
k=1

(|Sn|
k
)
, where

(|Sn|
k
) =

|Sn|!
k!(|Sn|−k)! . Moreover, each combination is evaluated by
Equation 20 or 21 depending if diversity or capacity are
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Figure 13 Complexity of the centralized optimum approach compared to the CAFmethod.

enhanced, respectively. Thus, this induces a complexity

of O

⎛
⎝(|Sm|∑

k=1

(|Sm|
k
))2
⎞
⎠ for the system. In addition, the

complexity of both methods (exhaustive search and CAF)
increases linearly with the number of MSs in the system,
N. Hence, the exhaustive search method has a complexity

of O

⎛
⎝N ×

( |Sn|∑
k=1

(|Sn|
k
))2
⎞
⎠ which is a higher order com-

plexity when compared to the complexity ofO(N × |Sn|2)
for the CAF scheme. Furthermore, Figure 13 shows how
the complexity of the system changes for both methods
as the number of RSs increases in the system. It can be
easily seen that as the number of RSs increases, the com-
putational complexity of the exhaustive search increases
exponentially, therefore it may not be a suitable solution
to implement in real time systems.

8 Conclusions
In this paper, we considered a low complexity virtual
MIMO coalition formation algorithm, which is based on
game theory. The framework we proposed allows MSs to
select themost suitable RSs providing themost power sav-
ings in the network. Thereby, we studied energy efficient
coalition formation by using the concepts of diversity and
spatial multiplexing, respectively. We have shown ana-
lytically and by simulation that increasing the number
of transmit antennas is a more energy efficient solu-
tion for users close to the cell edge rather than for

cell center users, when overall terminal power consump-
tion is optimized. Furthermore, we have proven than
the coalition formation algorithm we proposed is more
energy efficient compared to the benchmark, the MRH
path loss, the BW channel, and the SM framework with
improvements of 58%, 15%, 10%, and 5% for the spatial
diversity case. When implementing spatial multiplexing,
the CAF method has improvements of 14%, 9%, 5%, and
91% overMRH, BW, SMI, and the baseline SIMOmode. It
experiences only small performance losses of 10% and 2%
when compared to an exhaustive search approach when
implementing diversity and spatial multiplexing respec-
tively. In addition, we presented a complexity analysis
showing that the complexity of the method we proposed
increases linearly as the number of RSs grows in the net-
work. This is a much lower complexity when compared to
the exponential growth of the exhaustive search scheme.
Thus, the game-theory-based framework we proposed
achieves a similar performance compared to a centralized
scheme with a much lower complexity order. Hence, it
may be a suitable energy-efficient solution for practical
applications.
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