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Abstract

A two-way full-duplex multiple-input multiple-output (MIMO) relay provides effective spectral efficiency and system
capacity improvement. However, self-interference (SI) as a serious problem limits the development of a full-duplex
relay. In this paper, the novel SI suppression schemes based on the Dempster-Shafer (DS) evidence theory are
proposed to suppress SI in the two-way full-duplex MIMO relay. DS evidence theory can appropriately characterize
uncertainty and make full use of multiple evidence source information by DS combination rule to obtain reliable
decisions. The first proposed DS network coding (DS-NC) scheme adopts DS evidence theory to detect the signal of
each source node, considering SI suppression in the basic probability assignment computation in the multiple access
phase. Moreover, different from the DS-NC scheme, the further proposed DS physical-layer network coding (DS-PNC)
scheme considers SI suppression from the vector space perspective and combines the PNC mapping rule with the DS
theory to obtain a network-coded signal without estimating each source node signal. In the broadcast phase, antenna
selection is adopted at the relay and DS evidence theory is also applied at each source node for SI suppression.
Meanwhile, the effects of imperfect SI channel estimation and the intended channel estimation on the proposed
schemes are also studied. Finally, the proposed DS-PNC scheme is studied with the SI signal model which considers
analog radio frequency cancellation, the effects of I/Q modulator imbalances, and power amplifier nonlinearity of the
transmitter. Simulation results reveal that the proposed DS-PNC scheme is a little more sensitive to the channel
estimation errors than the traditional spatial-domain schemes. However, with the perfect channel state information,
the proposed DS-NC with one iteration and DS-PNC schemes outperform traditional spatial-domain schemes.
Furthermore, considering the SI signal model with nonlinear distortion and radio frequency cancellation, the DS-PNC
scheme is also superior to the traditional schemes. Meanwhile, the DS-PNC scheme is more robust to the SI and
achieves the same diversity gain as the ideal cancellation.
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1 Introduction
Relaying is regarded as a key technique in cooperation
communication to provide more extensive coverage
and mitigate the transmit power [1]. Furthermore, the
multiple-input multiple-output (MIMO) technique has
attracted the most research interest and is widely used

*Correspondence: sunyanhua@bjut.edu.cn
1Beijing Advanced Innovation Center for Future Internet Technology, Beijing
University of Technology, 100124 Beijing, People’s Republic of China
2College of Electronic Information and Control Engineering, Beijing University
of Technology, 100124 Beijing, People’s Republic of China

in wireless communication systems. Hence, the MIMO
relay is considered as a promising technique to obtain
better reliability and higher capacity. Considering the tra-
ditional two-way half-duplex (HD) MIMO relay [2–4],
four orthogonal transmission phases are required to fin-
ish information exchange between two source nodes via
relay. To improve the spectral efficiency, the two-way HD
MIMO relay with network coding (NC) [5–7] is pro-
posed to reduce the phases of exchanging information.
Two source nodes send their own signals to the relay at the
same time in themultiple access (MA) phase, and the relay
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transmits the network-coded signal to each source node
simultaneously in the broadcast (BC) phase. Finally, each
source node detects the network-coded signal and obtains
the other’s transmitted signal by XOR operation. Further-
more, the physical-layer network coding (PNC) proposed
in [8, 9] can obtain network-coded signal directly at the
relay without estimating the signal of each source node.
Recently, full-duplex (FD) communication is proposed as
a potential technique to further improve the spectral effi-
ciency, which can transmit and receive simultaneously at
the same frequency band. However, the main challenge
in a two-way FD MIMO relay system [10, 11] is the self-
interference (SI) caused by the self-feedback signal from
the relay transmitter to the receiver. At the relay input,
the SI is much larger than the interested signals, which
reduces the reliability and system throughput [12]. There-
fore, the SI suppression in the FD relay system is consid-
ered as an important technique to enable simultaneous
transmission and reception.
Various SI suppression schemes in a one-way FD relay

have been proposed in earlier works. The SI suppres-
sion techniques are usually classified into passive and
active suppressions. Passive SI suppression is defined
as the signal power attenuation imposed by the physi-
cal separation between the transmit and receive anten-
nas [13, 14]. Active suppression techniques are divided
into analog suppression, digital suppression, and com-
bined suppression. This paper focuses on digital baseband
suppression techniques, which are subdivided into time-
domain cancellation [15, 16] and spatial-domain suppres-
sion [17–25]. Time-domain cancellation cancels the SI by
subtracting its own transmitted signal at the reception.
However, as the MIMO technique is widely used at the
relay, the biggest disadvantage of time-domain cancella-
tion is that it cannot take full advantage of spatial-domain
resources. Hence, spatial-domain suppression schemes
are proposed to design different transceiver matrices to
meet different system objectives, e.g., null-spacing projec-
tion [17–19], minimum mean square error (MMSE) filter
[17, 18], antenna selection [20–22], maximum signal-to-
interference ratio (SIR) [23], eigenbeamforming [24], and
linear transceiver [25]. For a two-way FD relay, most pre-
vious researches mainly aim at improving the achievable
sum rate, outage probability, capacity, and throughput
with SI existing and do not consider the SI suppres-
sion problem. For example, the author in [26] compares
the performances of the two-way FD and HD relays
and illustrates the benefit of power optimization. The
Alamouti-based scheme used in [27] enhances the capac-
ity and outage probability without considering the SI
suppression. The power allocation scheme used in [28]
focuses on maximizing the sum rate of the two-way FD
amplify-forward (AF) relay. Moreover, in [29], the paper
mainly aims at maximizing the end-to-end sum rate by

exploiting joint beamforming optimization and power
control.
Recently, the Dempster-Shafer (DS) evidence theory has

been proved to obtain good performance in many fields
such as data fusion [30], artificial intelligence research
[31], and cooperative communication [32]. In this paper,
two novel SI suppression schemes based on the DS the-
ory are proposed for the two-way FDMIMO relay system.
According to the DS theory, uncertainty of the received
signals caused by channel fading, SI, and noise can be
characterized by the basic probability assignment (BPA)
function, which is a likelihood measure and computed
by the proposed probability density function (PDF) with
the SI suppression considered. The first proposed scheme
called DS-NC exploits the Dempster’s rule to combine the
BPAs from different receive antennas to explicitly estimate
the signal of each source node in the MA phase. Then,
the network-coded signal is achieved by XOR operation.
Different from DS-NC, another SI suppression scheme
called DS-PNC is proposed, which considers the SI sup-
pression from the vector space perspective and combines
the PNC mapping rule with the DS theory to directly
decide the network-coded signal without estimating each
source node signal. For comparison, the DS-PNC scheme
is used to further suppress the SI after traditional spatial-
domain schemes. In the BC phase, antenna selection [33]
is adopted at the relay and DS evidence theory is also
applied at each source node for SI suppression. Mean-
while, the effects of imperfect SI channel estimation and
the intended channel estimation on the proposed schemes
are also studied. Finally, we build a SI signal model which
considers analog radio frequency (RF) cancellation, the
effects of I/Q modulator imbalances, and power amplifier
(PA) nonlinear distortion at the transmitter.
The rest of paper is organized as follows. Section 2

depicts a theoretical system model without nonlinear dis-
tortion considered for the two-way FD MIMO relay. In
Section 3, the DS evidence theory is briefly reviewed and
two SI suppression schemes based on the DS evidence
theory are proposed. In Section 4, the transmit scheme
adopted in the BC phase is briefly introduced. Section 5
shows the influence of channel estimation errors on the
proposed schemes. In Section 6, the proposed DS-PNC
scheme is studied with transmitter impairments consid-
ered. The simulation results are presented and described
in Section 7. Section 8 shows the complexity analysis of
the proposed schemes. Finally, Section 9 concludes the
paper.

2 Systemmodel without nonlinear distortion
A two-way FDMIMO relay system is considered as Fig. 1,
which consists of two source nodes and a relay node.
Each source node has one transmit and two receive anten-
nas, and the relay node has nR receive antennas and nT
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Fig. 1 Two-way FD MIMO relay system

transmit antennas. In this paper, we assume that nT ≤
nR and no direct link exists between the source nodes.
Both the relay node and two source nodes work in FD
mode, and physical isolation between transmit and receive
antennas is considered. At the t-th time slot, each source
node detects the signal of (t−1)-th time with a fixed delay
of a single time slot. TheMA, BC, and self-feedback chan-
nels are assumed to be quasi-static flat fading and remain
static during the one-frame transmission phase.
In this paper, regular italics symbols, boldface lower-

case symbols, boldface upper-case symbols, and regular
upper-case symbols denote scalars, vectors, matrices, and
sets, respectively. In the MA phase, the received signal
vector in the t-th time slot at the relay is depicted as
follows

y(t) = HMAx(t) + HLxL(t) + nR(t) (1)

where HMA and HL denote a nR × 2 MA channel and
nR × nT self-feedback channel, respectively. The source
nodes transmit a 2×1 signal vector x(t), and the relay node
transmits a nT × 1 signal vector xL(t) while it simultane-
ously receives a nR × 1 signal vector y(t); nR(t) is a nR × 1
additive white Gaussian noise vector with zero mean and
variance σ 2.
The Eq. (1) can be rewritten as

yi(t) = hMA
ij xj(t)+

2∑
l=1
l �=j

hMA
il xl(t)+

nT∑
k=1

hLikx
L
k (t)+nRi (t) (2)

i = 1, 2, · · · , nR, j = 1, 2

where yi(t) denotes the received signal of the i-th antenna
at the relay in the t-th time slot.
In the BC phase, the received signal vector at each

source node can be indicated as

rsi(t) = HBC
i xL(t) + HLixi(t) + nsi(t) i = 1, 2 (3)

where rsi(t) denotes the received signal vector at the i-th
source node,HBC

i is the corresponding 2×nT BC channel
submatrix for each source node,HLi denotes the 2× 1 self

feedback channel of the i-th source node, and nsi(t) is the
white Gaussian noise vector.

3 The proposed self-interference suppression
schemes based on Dempster-Shafer evidence
theory

In this section, the basic concept of the DS evidence
theory [34] is briefly reviewed at first, then two novel
SI suppression schemes based on the DS evidence the-
ory are proposed to obtain better bit error rate (BER)
performance.

3.1 A brief review of Dempster-Shafer evidence theory
The DS evidence theory is a generalization of the Bayes
theory, which is based on the constructive interpreta-
tion of probability proposed by Shafer. The construc-
tive interpretation of probability emphasizes not only the
importance of objective evidence but also the impor-
tance of subjective estimation. So, it can fully character-
ize the uncertainty of propositions. Let � indicate the
finite set which contains mutually exclusive and exhaus-
tive hypotheses, called the framework of discernment.
All subsets of the framework of discernment constitute a
power set 2�. After establishing the concept of framework
of discernment, Shafer presents a mathematical model for
evidence processing as shown in Fig. 2.

Fig. 2Mathematical model for evidence processing
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The knowledge about the hypothetical propositions
produces a BPA function, which is defined as a function
m(·) from the power set 2� mapping to the interval [0, 1]
as follows

m(�) = 0 (4)
∀A ⊂ �,m(A) ≥ 0 (5)∑
∀A⊆�

m(A) = 1 (6)

where � is a null set and each subset A ⊂ � is called a
focal element set (FES), which satisfies m(A) ≥ 0. Based
on the BPA function m(A), belief function Bel(A) can be
expressed as

Bel(A) =
∑
B⊆A

m(B) (7)

The belief function Bel(A) denotes the total belief
assigned to the proposition A. It is important for the DS
evidence theory to combine several different evidences
from the same framework of discernment through Demp-
ster’s combining rule, which is defined as the orthogonal
sum [34, 35]. We assume that Bel1, . . . , Beln are belief
functions of the same framework of discernment and
m1, . . . ,mn are the corresponding BPAs. If Bel1⊕· · ·⊕Beln
exists, Dempster’s combining rule can be expressed as
follows [36]

∀A ⊂ �,A �= �

m(A) = k ·
∑

A1 ···An⊂�

A1∩···∩An=A

m1(A1) · · ·mn(An) (8)

where the normalization coefficient k is shown as

k =

⎛⎜⎜⎝ ∑
A1 ···An⊂�

A1∩···∩An �=�

m1(A1) · · ·mn(An)

⎞⎟⎟⎠
−1

(9)

where An denotes the FES for the n-th evidence source.
The normalization coefficient k denotes the conflict
among several different evidences. DS theory can com-
bine multiple evidences to counteract uncertainty con-
tained in different evidences and make a more reliable
decision.
In this paper, the frame of discernment is selected as

modulation constellation set � . A FES A ⊂ � contains
some constellation points. For example, A = {ϕa} or A =
{ϕa,ϕb} or A = {ϕa,ϕb,ϕc} · · · , where ϕa,ϕb,ϕc are con-
stellation points and a �= b �= c, a, b, c = 1, 2, · · · ,M.
M is the modulation constellation set cardinality. FES A
represents the uncertainty of decisions. For example, A =
{ϕa,ϕb} implies that the transmitted signal is likely to be

ϕa or ϕb. That is, the more elements FES A contains, the
more uncertainty it reflects. DS theory characterizes this
uncertainty of FES A by BPA function m(A). Actually,
the m(A) can be defined by several methods such as the
cumulative density function (CDF) and probability den-
sity function (PDF). In this paper, PDF is used to denote
the BPA of a FES A. From the above description, we can
see that the complexity of the algorithm increases with
the number of FES. In this paper, Binary Phase Shift Key-
ing (BPSK) and Quadrature Phase Shift Keying (QPSK)
modulation are considered. For BPSK modulation, all the
FESs such as single-point set A1 = {−1},A1 = {1}
and two-point set A2 = {−1, 1} are considered because
the number of FES is only three. For high order mod-
ulation, due to large number of FES, the FES which
only contains single-point or two-point is considered for
simplicity. The following sections will discuss the pro-
posed SI suppression schemes based on the DS theory in
details.

3.2 The proposed Dempster-Shafer network coding
scheme for self-interference suppression in two-way
full-duplex MIMO relay

Different from traditional spatial-domain suppression
schemes, the DS-NC scheme employs the DS evidence
theory to estimate the signal of each source node and
suppresses the SI without designing the transceiver filter
matrices.
In DS-NC, the decision statistics of each source node

needs to be obtained at each receive antenna for BPA
computation. However, due to SI, the decreased accu-
racy of decision statistics leads to the bad performance of
DS-NC. Hence, the iteration method is adopted for BPA
computation to mitigate this problem.
First, for each transmitted signal from each source node,

there are nR decision statistics at the relay. According to
Eq. (2), the nR decision statistics of the j-th source node
signal xj is shown as

x̂ij(t)=hMA−1
ij

⎡⎢⎣yi(t)− 2∑
l=1
l �=j

hMA
il x̃l(t)

⎤⎥⎦, i=1, · · ·, nR, j=1, 2

(10)

where x̃l(t) denotes the initial estimation as follows

x̃l(t) = wly(t)=xl(t)+wlHLxL(t)+ wlnR(t), l=1, 2 (11)

where wl denotes a zero-forcing (ZF) linear detection
weight vector for the l-th source. Substitute Eqs. (2) and
(11) into Eq. (10), then Eq. (10) is rewritten as



Sun et al. EURASIP Journal onWireless Communications and Networking  (2016) 2016:109 Page 5 of 16

x̂ij(t) = hMA−1
ij

⎡⎢⎣hMA
ij xj(t) +

2∑
l=1
l �=j

hMA
il xl(t) +

nT∑
k=1

hLikx
L
k (t) + nRi (t)

−
2∑
l=1
l �=j

hMA
il (xl(t) + wlHLxL(t) + wlnR(t))

⎤⎥⎦

= xj(t) − hMA−1
ij

⎡⎢⎣−
nT∑
k=1

hLikx
L
k (t) +

2∑
l=1
l �=j

hMA
il wlHLxL(t)

+
2∑
l=1
l �=j

hMA
il wlnR(t) − nRi (t)

⎤⎥⎦

= xj(t) − hMA−1
ij

⎡⎢⎣−hLi xL(t) +
2∑
l=1
l �=j

hMA
il wlHLxL(t)

+
2∑
l=1
l �=j

hMA
il (wl1nR1(t)+· · ·+wlinRi (t)+· · · +wlnRn

R
inR (t))−nRi (t)

⎤⎥⎦

= xj(t) − hMA−1
ij

⎡⎢⎣
⎛⎜⎝−hLi +

2∑
l=1
l �=j

hMA
il wlHL

⎞⎟⎠ xL(t) + n̆Ri (t)

⎤⎥⎦
(12)

where the hLi denotes the i-th row of self-feedback channel
matrixHL and the equivalent noise n̆Ri (t) can be expressed
as

n̆Ri (t) = ğinR(t)

ği =
⎡⎢⎣ 2∑

l=1
l �=j

hMA
il wl1, · · · ,

2∑
l=1
l �=j

hMA
il wli − 1, · · · ,

2∑
l=1
l �=j

hMA
il wlnR

⎤⎥⎦
(13)

In this paper, the BPAmij(A) of each FES A is defined as
the conditional PDF of decision statistics x̂ij(t). According
to Eq. (12), x̂ij(t) is a complex Gaussian random variable
with mean xj(t) − hMA−1

ij (−hLi + ∑2
l=1,l �=j hMA

il wlHL)xL(t)
and variance ‖ hMA−1

ij ği ‖2 σ 2. The vector xL(t) belongs to
the set � which contains MnT possible vectors (for BPSK
modulation, M = 2; for QPSK modulation, M = 4 ). So,
the conditional PDF of x̂ij(t) can be written as

f (x̂ij(t) | α(A)) ∀A ⊂ U

=
∑

xL(t)∈�

1√
2π ‖hMA−1

ij ği ‖2 σ 2
exp

⎡⎣−‖ x̂ij(t) − α(A) + L ‖2
2 ‖ hMA−1

ij ği ‖2 σ 2

⎤⎦

L = hMA−1
ij

⎛⎜⎝−hLi +
2∑
l=1
l �=j

hMA
il wlHL

⎞⎟⎠ xL(t)

(14)

where U is the set that contains all the considered FESs
and α(A) denotes the eigenvalue of FES A, which is
defined as the mean of all elements of FES A [34, 35]. As
shown in Eq. (14), the SI is considered as a part of the
expectation of x̂ij(t) in the BPA computation. According to
the DS theory, BPA mij(A) must be normalized to satisfy
Eq. (6) and is written as

mij(A) = rij · f (x̂ij(t) | α(A)),∀A ⊂ U (15)

where rij is the normalization coefficient expressed as

rij = 1∑
∀A⊂U f (x̂ij(t) | α(A))

(16)

Then Dempster’s combination rule Eq. (8) is applied to
combine the BPAs mij(A) from each receive antenna and
the mj(A) for each source node is obtained. In [34] and
[35], a least point decision (LPD) rule is proposed to make
a final decision as follows

Ān−1 = argmax
An−1⊂U

BPA(An−1)

Ān−2 = argmax
An−2⊂Ān−1

BPA(An−2)

...
Ā1 = argmax

A1⊂Ā2

BPA(A1) (17)

where An denotes the FES that has n constellation points.
Ān−1 is the FES which has the maximum credibility in
all the FESs which satisfy An−1 ⊂ U . For LPD, n − 1
comparisons are needed. In order to reduce the decision
complexity, a maximum single-point credibility (MC) rule
is adopted to decide the signal estimation x̂j(t) corre-
sponding to the maximum BPA(A1) as follows

Ā1 = maxBPA(A1) (18)

where Ā1 is the FES which has the maximum credibility
among all the single-point FESs.
Although the signal estimation x̂j(t) is obtained at the

relay, the result is not good because of inaccurate ini-
tial estimation. In order to further enhance the estimation
performance, x̂j(t) instead of the initial estimation x̃l(t)
is substituted into Eq. (10), then the BPA mj(A1) is com-
puted again by Eqs. (8), (14), and (15). The final signal
estimation is decided according to the MC rule. In this
paper, we only use one iteration in DS-NC for complex-
ity problem. Finally, the network-coded signal x1 ⊕ x2 is
obtained by XOR operation at the relay (for QPSK modu-
lation, the XOR operation is applied for the in-phase part
and the quadrature-phase part).
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3.3 The proposed Dempster-Shafer physical-layer
network coding scheme for self-interference
suppression in two-way full-duplex MIMO relay

3.3.1 The proposed Dempster-Shafer physical-layer
network coding scheme

DS-NC is suboptimal because it still comes from the vir-
tual MIMO perspective. However, the DS-PNC scheme is
proposed from the vector space perspective, which com-
bines the PNC mapping rule and DS evidence theory to
directly obtain the network-coded signal with the SI con-
sidered in the BPA computation. In the DS-PNC scheme,
the modulation constellation set is also selected as the
framework of discernment. For BPSK modulation, three
FESs are considered, e.g., A1 = {−1} or A1 = {1} or
A2 = {−1, 1}. According to the PNC mapping rule, the
combined transmit vector xs(t) =[ x1(t), x2(t), xL(t)]T is
divided into two groups corresponding to x1 ⊕ x2 = 1
and x1 ⊕ x2 = −1. The number of elements in each
group is decided by the number of transmit antennas nT
at the relay, and each group contains 2nT+1 candidate vec-
tors. One group B = {[−1, 1, xL(t)]T , [ 1,−1, xL(t)]T }
corresponds to x1 ⊕ x2 = 1, and the other group C =
{[−1,−1, xL(t)]T , [ 1, 1, xL(t)]T } corresponds to x1⊕x2 =
−1. The vector xL(t) also belongs to the set� presented in
DS-NC. Different from DS-NC, the BPA m(A) is defined
as a conditional PDF of the received signal yi(t). For all
single-point FESs A1, the conditional PDF of yi(t) can be
written as

f (yi(t) | x1 ⊕ x2 = −1)

= 1√
2πσ 2

∑
xs(t)∈C

exp
[

‖ yi(t)−(hMA
i1 , hMA

i2 ,hLi )xs(t)‖2
2σ 2

]

f (yi(t) | x1 ⊕ x2 = 1)

= 1√
2πσ 2

∑
xs(t)∈B

exp
[
‖yi(t)−

(
hMA
i1 , hMA

i2 ,hLi
)
xs(t)‖2

2σ 2

]
i = 1, · · · , nR (19)

where σ 2 denotes the variance of additional Gaussian
white noise nR(t) and hLi is the i-th row of the self-
feedback channel matrix.
For two-point FES A2, the conditional PDF is defined as

the sum of the PDFs for all single-point FESs A1 as follows

f (yi |α(A2))= f (yi |x1⊕x2=−1) + f (yi |x1⊕x2=1) (20)

where α(A2) denotes the eigenvalue of FES A2 defined as
the mean of vectors for each FES.
For the QPSK modulation, four single-point FESs and

six two-point FESs are considered for BPA computation.
According to the PNC mapping rule for the in-phase and
quadrature-phase parts of a QPSK symbol, vector xs(t) is
divided into four groups denoted by λk , k = 1, 2, · · · , 4.
Each group contains 4nT+1 vectors which are decided by

the number of transmit antennas nT at the relay. For
example, the group λ1 = {[−1 − j, 1 + j, xL(t)]T , [−1 +
j, 1−j, xL(t)]T , [ 1−j,−1+j, xL(t)]T , [ 1+j,−1−j, xL(t)]T }
corresponds to x1 ⊕ x2 = (1+ j). The other groups λ2, λ3,
and λ4 correspond to x1⊕x2 = (−1+ j), x1⊕x2 = (1− j),
x1 ⊕ x2 = (−1 − j), respectively. The vector xL(t) also
belongs to the set � that contains 4nT candidate vectors.
For the single-point FES in QPSK, similar to the case of
BPSK, the conditional PDF is described as

f (yi(t) | α(A1)) = 1√
2πσ 2

∑
xs(t)∈λk

exp
[

‖yi(t)−
(
hMA
i1 , hMA

i2 ,hLi
)
xs(t)‖2

2σ 2

]
k = 1, 2, · · · , 4 (21)

For high order modulation, the BPA computation is dif-
ferent from the case of BPSK , which is based on the fact
that the BPA of multi-point FES mainly depends on the
minimum BPA of its own contained single-point FES [32].
So, the conditional PDF is denoted by

f (yi(t) | α(A2)) = min
A1⊂A2

f (yi(t) | α(A1)) (22)

Similar to DS-NC, BPA mi(A) of the i-th receive
antenna must be normalized to satisfy Eq. (6) and is
written as

mi(A) = ri · f (yi(t) | α(A)), ∀A ⊂ U (23)

where U is the set that contains all the considered FESs
and ri is the normalization coefficient, indicated by

ri = 1∑
∀A⊂U f (yi(t) | α(A))

(24)

After obtaining the BPA mi(A) of FES A, Dempster’s
combination rule is applied to combine the BPAs mi(A)

from each receive antenna. Then, the final decision of
network-coded signal x1 ⊕ x2 is decided by the maximum
m(A1) according to the MC rule.

3.3.2 The combination of Dempster-Shafer physical-layer
network coding andminimummean square error
scheme

For comparison, the proposed DS-PNC scheme com-
bined with theMMSE spatial-domain scheme is presented
in this part. In fact, DS-PNC regarded as the detection
algorithm is applied to further suppress the SI after the
traditional MMSE spatial-domain scheme.
In the MMSE suppression scheme, considering

transceiver filter matrices at the relay, Eq. (1) can be
rewritten as follows

ŷmmse(t) = Heq
MAx(t) + Heq

L xL(t) + neqR (t) (25)
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where Heq
MA = GrxHMA, H

eq
L = GrxHLGtx, and neqR =

GrxnR are the equivalentMA channel, self-feedback chan-
nel, and noise vector, respectively. For BPSK modulation,
substitute Eq. (25) into Eq. (19), then the BPAs of all
single-point FESs can be expressed as

f (ŷmmse
i (t) | x1 ⊕ x2 = −1)

= 1√
2πσ 2

ieq

∑
xs(t)∈C

exp

⎡⎣‖ ŷmmse
i (t)−

(
hMAeq
i1 , hMAeq

i2 ,hLeqi

)
xs(t)‖2

2σ 2
ieq

⎤⎦
f (ŷmmse

i (t) | x1 ⊕ x2 = 1)

= 1√
2πσ 2

ieq

∑
xs(t)∈B

exp

⎡⎣‖ ŷmmse
i (t)−

(
hMAeq
i1 , hMAeq

i2 ,hLeqi

)
xs(t)‖2

2σ 2
ieq

⎤⎦
i = 1, · · · , nR

(26)

where hMAeq
i1 and hMAeq

i2 denote the elements of the equiv-
alent MA channel matrix, hLeqi is the i-th row vector of the
equivalent self-feedback channel matrix, ŷmmse

i (t) denotes
the i-th row of the received signal ŷmmse(t), and σ 2

ieq
denotes the equivalent noise variance at the i-th receive
antenna that can be written as

σ 2
ieq = [

grxi grxHi
]
σ 2 (27)

where grxi denotes the i-th row vector of the MMSE
receive filter matrix Grx. For QPSK, the BPA computation
for single-point FES is obtained by substituting Eq. (25)
into Eq. (21).
For two-point FES, the BPA computation is still defined

as Eqs. (20) and (22) for the BPSK and QPSKmodulations,
respectively. After obtaining the BPAs of all the FESs,
Dempster’s combination rule and the MC rule are used to
obtain the network-coded symbol.

3.4 The Dempster-Shafer scheme for self-interference
suppression at the source nodes

Considering the model presented in Section 2, the SI still
exists at each source node and the DS theory is again
applied to suppress the SI from vector perspective. But
different from the DS-NC and DS-PNC schemes, initial
signal estimation and PNC mapping rule are not needed
at the source nodes. The modulation constellation set �

still acts as the framework of discernment. The combined
transmit vector xri(t) =[ xL(t), xi(t)]T is divided into two
groups for BPSK and four groups for QPSK. According
to Eq. (3), for the j-th receive antenna of the i-th source
node, the BPA computation of all single-point FES can be
denoted as

f (rsij(t) | α(A1))

= 1√
2πσ 2

∑
xi(t)∈�

exp
[‖ rsij(t) − (hBCij , hLsij )xri(t) ‖2

2σ 2

]
i = 1, 2 j = 1, 2 (28)

where rsij(t) denotes the received signal of the j-th antenna
at the i-th source node, hBCij denotes the BC channel vec-
tor for the j-th receive antenna of the i-th source node, and
hLsij is the j-th row of the self-feedback channel matrixHLi
for the i-th source node. For two-point FES, the BPA com-
putation is similar to themethod in the proposedDS-PNC
schemes.

4 The transmit scheme in the BC phase
After transmission in the MA phase, the network-coded
signal is obtained by the proposed schemes at the relay.
In order to enhance the end-to-end BER performance,
the BC transmission is also expected with high reliabil-
ity. In the BC phase, how to exploit the channel state
information at the transmitter (CSIT) is the main concern
for designing the BC phase scheme. According to [34],
antenna selection (AS) can obtain better performance
with lower complexity. Therefore, one relay antenna is
selected to transmit the network-coded signal according
to the max-min singular value method. First, for each
source node, nT singular values are obtained by singu-
lar value decomposition (SVD) of the channel from each
relay transmit antenna to the source node, denoted by
ηij (j = 1, 2, · · · , nT i = 1, 2). For each relay transmit
antenna j ∈ {1, 2, · · · , nT }, the source node corresponding
to the minimum value of ηij is selected as follows

k(j) = argmin
i

|ηij|, i = 1, 2 (29)

Second, the relay transmit antenna l is selected as fol-
lows

l = argmax
j

|ηk(j)j|, j = 1, 2, · · · , nT (30)

Then the antenna l is exploited to broadcast the
network-coded symbol to the two source nodes.

5 The effect of channel estimation errors on the
proposed schemes in theMA phase

The accurate CSI at the source and relay nodes is impor-
tant for the proposed scheme. Several channel estimation
methods are studied to obtain CSI in a two-way relay
system [37, 38]. In this section, the effect of channel esti-
mation errors on the proposed schemes is studied. We
assume that the true channel values for the MA and
self-feedback channel are denoted by

HMA = ĤMA + �HMA

HL = ĤL + �HL (31)
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where ĤMA and ĤL denote the estimation values of the
MA and self-feedback channels and �HMA and �HL
are channel estimation error matrices, whose elements
are Gaussian random variables with zero mean, variances
σ 2

�hMA and σ 2
�hL , respectively. After considering chan-

nel estimation errors, Eq. (1) is rewritten as

y(t) = ĤMAx(t) + ĤLxL(t) + �HMAx(t)
+�HLxL(t) + nR(t) (32)

In this paper, the channel estimation errors are regarded
as a part of noise, defining the equivalent noise as neq =
�HMAx(t) + �HLxL(t) + nR(t). For the proposed DS-
PNC scheme, the BPA computation of single-point FES
for BPSK can be denoted by

f (yi(t) | x1 ⊕ x2 = −1)

= 1√
2πσ 2total

∑
xs(t)∈C

exp
[

‖ yi(t)−(ĥMA
i1 , ĥMA

i2 , ĥLi )xs(t)‖2
2σ 2

total

]
f (yi(t) | x1 ⊕ x2 = 1)

= 1√
2πσ 2

total

∑
xs(t)∈B

exp
[

‖ yi(t)−(ĥMA
i1 , ĥMA

i2 , ĥLi )xs(t) ‖2
2σ 2

total

]

i = 1, · · · , nR
(33)

where ĥMA
i1 and ĥMA

i2 denote the elements of the estimated
channel matrix ĤMA and ĥLi is the i-th row vector of
the estimated self-feedback channel matrix ĤL. The sets
C and B are the same with the ones mentioned above.
The equivalent noise variance σ 2

total at the i-th receive
antenna is denoted by

σ 2
total = σ 2 + nst · σ 2

�hMA + nT · σ 2
�hL (34)

where nst denotes the number of transmit antennas from
all the source nodes.
For QPSK, the BPA computation for single-point FES

is obtained by substituting Eq. (32) into Eq. (21). For
two-point FES, the BPA computation is still defined as
Eqs. (20) and (22) for the BPSK and QPSK modulations,
respectively.

6 The Dempster-Shafer physical-layer network
coding scheme under the self-interference
signal model with nonlinear distortion

6.1 The self-interference signal model with nonlinear
distortion

In this paper, we build a SI signal model which includes
radio frequency (RF) analog cancellation, the effects of
PA nonlinearity, and I/Q imbalance of the transmitter. For
simplicity, we assume the receiver I/Q imbalance can be
calibrated with some methods [39].

The digital baseband signal of relay transmitter j is
denoted as sj(t), and the output signal of I/Q modulator
model is written as follows [39]

sIQM
j (t) = g1,jsj(t) + g2,js∗j (t) (35)

with the imbalance coefficients given as

g1,j = 1 + ρjexp(jϕj)

2
, g2,j = 1 − ρjexp(jϕj)

2
(36)

where ρj and ϕj denote the gains and phase imbal-
ance parameters of transmitter j, respectively. Actually,
the imbalance coefficients g1,j and g2,j are satisfied with
|g1,j| � |g2,j| for any practical transmitter front end.
The basic memoryless nonlinear model for PA is

adopted in this paper, which can be explicitly represented
by Taylor’s series [40, 41]. So, the P-order PA nonlinear
model with Taylor’s series is denoted by

sPAj (t) =
P∑

p=1
p odd

ap,j(sIQM
j (t))p (37)

where ap,j is Taylor’s series coefficient and sPAj (t) is the
output signal of PA at the relay transmitter j. Then, substi-
tuting Eq. (35) into Eq. (37), sPAj (t) is rewritten as

sPAj (t) =
P∑

p=1
p odd

ap,j(g1,jsj(t) + g2,js∗j (t))p

=
P∑

p=1
p odd

p∑
q=0

a(q,p−q)
p,j × sj(t)qs∗j (t)

(p−q)

(38)

where a(q,p−q)
p,j denotes the coefficient for the basis func-

tion sj(t)qs∗j (t)
(p−q). The order p only considers an odd

number (p = 1, 3, 5, · · · ) , such as for p = 1

a(0,1)
1,j = a1,jg2,j

a(1,0)
1,j = a1,jg1,j

and for p = 3 as

a(0,3)
3,j = a3,jg2,j3

a(1,2)
3,j = 3a3,jg1,jg2,j2

a(2,1)
3,j = 3a3,jg1,j2g2,j

a(3,0)
3,j = a3,jg1,j3

The other higher orders are computed similarly but are
not written out in this part.
In this paper, the SI channel model is assumed to be

quasi-static flat fading and Eq. (1) can be rewritten as
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y(t) = HMAx(t) + √
EsHSIsPA(t) + nR(t) (39)

where HSI denotes the nR × nT actual SI channel
matrix and the PA output signal vector is sPA(t) =
[ sPA1 (t), sPA2 (t), · · · , sPAnT (t)]T . For simplicity, we assume the
transmit power of each relay antenna is satisfied with

E{|√EssPAj (t)|2} = 1, Es = ∑
sj(t)∈�

|
P∑

p=1
p odd

p∑
q=0

a(q,p−q)
p,j ×

sj(t)qs∗j (t)
(p−q)|2 denotes the power normalization coef-

ficient, and � is the modulation constellation point
set. The received signal at the i-th relay receiver is
denoted by

yi(t)=hMA
ij xj(t)+

2∑
l=1
l �=j

hMA
il xl(t)+

nT∑
k=1

hSIik
√
EssPAk (t)+nRi (t)

=hMA
ij xj(t) +

2∑
l=1
l �=j

hMA
il xl(t)

+
nT∑
k=1

P∑
p=1
p odd

p∑
q=0

hSIik
√
Esa

(q,p−q)
p,k ×sj(t)qs∗j (t)

(p−q)+nRi (t)

i=1, 2, · · · , nR, j = 1, 2
(40)

where hSIik is the elements of the actual SI channel matrix.
Considering the active RF analog cancellation at the

receiver, the SI signal is subtracted from each of the
received signal after suitable gains and phase adjustments.
We assume the RF analog canceller is single-tap in this
paper and is denoted as HRF , the cancellation matrix
operated on the PA output signals. After analog RF can-
cellation, the received signal at the relay becomes

yRSI(t) = y(t) − HRF√
EssPA(t)

= HMAx(t) + √
EsHRSIsPA(t) + nR(t) (41)

where HRSI = HSI − HRF denotes the nR × nT residual
self-interference (RSI) channel after RF analog cancella-
tion. For simplicity, we assume that HSI and HRF can
be estimated at the RF receiver front end with several
methods [42] and HRSI is a Gaussian matrix whose ele-
ments are zero mean and variance λ random variables.
The variance λ reflects the quality of RF analog cancella-
tion. The smaller λ represents a high quality of analog can-
cellation at the RF front end. Then, substituting Eqs. (39)
and (40) into Eq.(41), the RSI signal at the i-th receiver is
given as

yRSIi (t) = yi(t) −
nT∑
k=1

hRFik
√
EssPAk (t)

= hMA
ij xj(t) +

2∑
l=1
l �=j

hMA
il xl(t)

+
nT∑
k=1

P∑
p=1
p odd

p∑
q=0

hRSIik
√
Esa

(q,p−q)
p,k ×sj(t)qs∗j (t)

(p−q)+nRi (t)

i = 1, 2, · · · , nR, j = 1, 2

(42)

where hRSIik = hSIik − hRFik is the element of the matrix HRSI

and yRSIi (t) denotes the RSI signal at the i-th receiver after
RF analog cancellation.

6.2 The Dempster-Shafer physical-layer network coding
scheme under the self-interference signal model with
nonlinear distortion

In this paper, since the best performance is obtained by
the proposed DS-PNC scheme, the DS-PNC scheme is
studied to suppress the RSI after analog RF cancellation.
Similar to the processing methods in Section 3.3, the out-
put signal vector

√
EssPA(t) of PA is regarded as xL(t) in

Eq. (41). The framework of discernment is still selected as
modulation constellation set � . For BPSK, there are also
three FESs considered in BPA computation and the com-
bined transmit vector xs(t) =[ x1(t), x2(t),

√
EssPA(t)]T

is also divided into two groups. One group E =
{[−1,−1,

√
EssPA(t)]T , [ 1, 1,

√
EssPA(t)]T } corresponds

to x1 ⊕ x2 = 1 and the other group F =
{[−1, 1,

√
EssPA(t)]T , [ 1,−1,

√
EssPA(t)]T } corresponds

to x1 ⊕ x2 = −1. The elements of vector sPA(t) belong to

the set � = {
P∑

p=1
p odd

p∑
q=0

a(q,p−q)
p,j × sj(t)qs∗j (t)

(p−q)}, sj(t) ∈ � .

Because the cardinality of set � is M , the vector sPA(t)
hasMnT possible vectors. So, the size of each group is also
decided by the modulation constellation order M and the
number of relay transmit antennas nT . For all single-point
FES A1, the conditional PDF of yRSIi (t) is denoted by

f (yRSIi (t) | x1 ⊕ x2 = −1)

= 1√
2πσ 2

∑
xs(t)∈E

exp
[

‖ yRSIi (t) − (hMA
i1 , hMA

i2 ,hRSIi )xs(t) ‖2
2σ 2

]
f (yRSIi (t) | x1 ⊕ x2 = 1)

= 1√
2πσ 2

∑
xs(t)∈F

exp
[

‖ yRSIi (t) − (hMA
i1 , hMA

i2 ,hRSIi )xs(t) ‖2
2σ 2

]
i = 1, · · · , nR

(43)

where the hRSIi is the i-th row of the RSI channel. The
groups E and F containMnT+1 possible vectors.
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For two-point FES A2, the BPA can be computed by
Eq. (20). For QPSK, the BPAs are computed similarly as
Eqs. (21) and (22). After obtaining the BPAs of all the FESs,
Dempster’s combination rule and the MC rule are used to
obtain the network-coded signal.

7 Simulation results and analysis
In this section, compared with traditional spatial-domain
schemes, BER performances of the proposed schemes
are evaluated in a two-way FD MIMO relay system. For
comparison, DS-PNC regarded as detection algorithm is
applied to further suppress the residual SI after tradi-
tional spatial-domain schemes such as the MMSE filter.
Hence, the combination of DS-PNC and the MMSE fil-
ter called the DS-PNC-MMSE scheme is also presented in
this paper. For simplicity, we assume nR = 2 and nT = 1
or nT = 2 at the relay. Meanwhile, BPSK and QPSK
modulations are considered at all the nodes. The transmit
power at each antenna is normalized to one. The signal-
to-interference ratio (SIR) and the signal-to-noise ratio
(SNR) are defined respectively as the ratio of the received
useful signal power to the SI power and the ratio of the
received useful signal power to the noise power at each
receive antenna. In order to achieve better performance
for traditional spatial-domain suppression schemes, max-
imum likelihood (ML) detection is used at the relay after
spatial-domain suppression schemes in our simulation.

7.1 Simulation and discussion for the relay equipped
with one and two transmit antennas

Firstly, compared with traditional spatial-domain
schemes, BER performances of the proposed schemes
in the MA phase are illustrated in Fig. 3 for the
relay equipped with one transmit antenna and BPSK
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Fig. 3 BER performances for the relay equipped with one transmit
antenna and BPSK modulation in the MA phase when SIR is 3 dB

modulation. As shown in the figure, the proposed
schemes are better than the traditional spatial-domain
suppression schemes. Considering SIR = 3 dB at the
relay , DS-NC without iteration has a worse BER perfor-
mance compared with the ZF filter. However, DS-NC
with one iteration outperforms DS-NC without iteration
by about 8 dB at a BER of 10−2 with a little complexity
increase. Meanwhile, DS-NC with one iteration also
outperforms the ZF filter and MMSE filter, which proves
that iteration can indeed improve the performance
and the DS-NC scheme at least needs one iteration to
obtain better performance. In addition, compared with
DS-NC, the proposed DS-PNC not only obtains about a
4-dB performance gain at a BER of 10−3 but also has a
reduced complexity. Meanwhile, DS-PNC achieves the
same diversity gain as ideal cancellation. The combined
DS-PNC-MMSE has an inferior performance to DS-PNC
and DS-NC with one iteration, but it outperforms the
traditional spatial-domain schemes.
Considering SIR = 0 dB at each source node , the BER

performance of the DS scheme at the source nodes is
depicted in Fig. 4 for the BPSK modulation. Compared
with the ZF and MMSE schemes, the DS scheme obtains
obvious performance gain and achieves the same diversity
gain as ideal cancellation.
In Fig. 5, end-to-end average BER performances of the

proposed schemes are compared with traditional spatial-
domain suppression schemes. As we all know, end-to-end
average BER performance is decided by the worst link in
two-way relay. From Figs. 3 and 4, we can see that the
performances of the BC phase are better than those of
the MA phase. So, end-to-end performances of all the
schemes are similar to the performances in theMA phase.
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Fig. 4 BER performances for the relay equipped with one transmit
antenna and each source node equipped with two receive antennas
for BPSK modulation in the BC phase
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Fig. 5 End-to-end average BER performances for the relay equipped
with one transmit antenna and BPSK modulation

As shown in Fig. 5, all the proposed schemes are bet-
ter than the traditional schemes. The proposed DS-NC
with one iteration/DS (the suppression scheme used at the
relay/the suppression scheme used at the source nodes)
obtains about a 5-dB performance gain at a BER of 10−2

compared with the traditional spatial-domain schemes.
Furthermore, the proposed DS-PNC/DS is superior to
DS-NC with one iteration/DS and has about a 6-dB gain
than the traditional spatial-domain schemes at a BER of
10−2. Similar to Fig. 3, the DS-PNC-MMSE/DS scheme is
inferior to DS-PNC/DS and DS-NCwith one iteration/DS
but is superior to spatial-domain schemes.
Figure 6 depicts the BER performances in the MA phase

for the relay with one transmit antenna and QPSK mod-

0 5 10 15 20 25
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR/dB

B
E

R
 fo

r 
M

A
 p

ha
se

 

 

No cancellation
MMSE
DS−NC no iteration
ZF
DS−NC one iteration
DS−PNC−MMSE
DS−PNC
ideal cancellation

Fig. 6 BER performances for the relay equipped with one transmit
antenna and QPSK modulation in the MA phase when SIR is 3 dB

ulation. Similar to Fig. 3, the performances of all the
proposed schemes are better than those of traditional
schemes. For QPSK, the performance of DS-PNC-MMSE
is similar to that of DS-NC with one iteration, which out-
performs the traditional schemes by about 3 dB at a BER
of 10−2.Moreover, DS-PNC obtains about 2-dB gains over
DS-NC with one iteration at a BER of 10−2 and has a
lower complexity. Meanwhile, DS-PNC achieves the same
diversity gain as ideal cancellation.
Figures 7 and 8 show the BER performances of the BC

phase and end-to-end transmission for the QPSK mod-
ulation, respectively. Compared with traditional spatial-
domain schemes, the proposed DS scheme in the BC
phase obtains at least 7-dB gains at a BER of 10−3. In
addition, end-to-end average BER performance is still
decided by the worst link between the MA and BC
phases. Compared with Fig. 6, similar conclusions are
obtained. The end-to-end average BER performances of
the proposed schemes are much better than those of
spatial-domain schemes. The proposed DS-NC with one
iteration/DS is superior to spatial-domain schemes but is
inferior to the DS-PNC/DS scheme. Moreover, the pro-
posed DS-PNC/DS achieves the same diversity gain as
ideal cancellation.
Secondly, considering the relay equipped with two

transmit antennas, the BER performances of the DS
scheme and traditional spatial-domain schemes are also
discussed for the BPSK andQPSKmodulations. In this sit-
uation, the relay selects one antenna to transmit the signal
according to the antenna selection method mentioned in
Section 4.
Figure 9 depicts the BER performances of different sup-

pression schemes at the source nodes for QPSK in the BC
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Fig. 7 BER performances for the relay equipped with one transmit
antenna and each source node equipped with two receive antennas
for QPSK modulation in the BC phase
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Fig. 8 End-to-end average BER performances for the relay equipped
with one transmit antenna and QPSK modulation

phase. As shown in the figure, the similar results can be
revealed that the DS scheme still obtains better perfor-
mance than the traditional spatial-domain schemes. For
comparison, we also present the performances of the relay
with one transmit antenna. From the figure, we can see
that for the same suppression scheme at the source nodes,
the antenna selection scheme exploited at the relay with
two transmit antennas has better BER performance than
the relay equipped with one transmit antenna.
The end-to-end average BER performances of the pro-

posed schemes are compared with the spatial-domain
schemes in Fig. 10 for the relay with antenna selection
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Fig. 9 BER performances for the relay with two transmit antennas and
QPSK modulation in the BC phase. Antenna selection is used at the
relay
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Fig. 10 End-to-end average BER performances for the relay equipped
with two transmit antennas and the BPSK modulation. Antenna
selection is used in the BC phase

and the BPSK modulation. Compared with Fig. 5, sim-
ilar conclusions are obtained. The BER performances
of the proposed schemes are much better than those
of spatial-domain schemes. The proposed DS-NC with
one iteration/DS-AS is superior to DS-PNC-MMSE/DS-
AS and the spatial-domain schemes but inferior to the
proposed DS-PNC/DS-AS. Moreover, the DS-PNC/DS-
AS achieves the same diversity gain as ideal cancel-
lation. Meanwhile, compared with Fig. 8, the simi-
lar results can be found in Fig. 11 for the QPSK
modulation.
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Fig. 11 End-to-end average BER performances for the relay equipped
with two transmit antennas and the QPSK modulation. Antenna
selection is used in the BC phase
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7.2 Simulation results for the effects of different
signal-to-interference ratio and channel estimation
errors

In order to investigate the influence of different SIRs on
the proposed schemes, Fig. 12 shows the BER perfor-
mances of the proposed schemes and the MMSE filter
suppression scheme in the MA phase when SNR is 25
and 30 dB, respectively, for the BPSK modulation. It can
be showed that the BER performance of the MMSE fil-
ter scheme is improved obviously with SIR increased, but
BER performances of the proposed DS-NC with one iter-
ation and the DS-PNC schemes almost keep unchanged
when SIR is varying. It means that the proposed schemes
are more robust to SI than traditional spatial-domain
schemes.
Considering channel estimation errors in both the

MA and self-feedback channels, the BER performances
of DS-PNC and the spatial-domain schemes are illus-
trated in Fig. 13 when SNR = 20 dB and SIR =
3 dB at the relay. As shown in the figure, the BER per-
formances of DS-PNC and the spatial-domain schemes
become worse when the variance of the channel estima-
tion errors increased. Although the proposed DS-PNC
scheme is a little more sensitive to the channel estima-
tion errors than the traditional spatial-domain schemes.
However, as mentioned above ,with the perfect chan-
nel state information, the proposed DS schemes out-
perform the spatial-domain schemes. Meanwhile, the
proposed schemes are more robust to the SI and the
DS-PNC scheme achieves the same diversity gain as
the ideal cancellation. So, the proposed DS schemes are
more suitable for the situation that has accurate channel
estimation.
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Fig. 12 BER performance comparison of different schemes in the MA
phase for different SIR
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Fig. 13 The effect of channel estimation errors in the MA phase. The
SNR of the MA phase is 20 dB, and the SIR at the relay is 3 dB

7.3 Simulation results under the self-interference signal
model with nonlinear distortion

For simplicity, we assume that the PA nonlinear order P
is three and the Taylor coefficients ap,j are set accord-
ing to the reference [43]. The amplitude gains and phase
parameters for I/Q imbalance are set as ρ = 0.95 and
ϕ = 5◦ [44]. In Fig. 14, the BER performance of the pro-
posed DS-PNC scheme with nonlinear distortion and RF
analog cancellation is compared with spatial-domain sup-
pression schemes in the MA phase. Considering λ = 0.5
after RF analog cancellation, it can be seen that the pro-
posed DS-PNC scheme outperforms the ZF and MMSE
filters by about 7 and 3 dB, respectively, at a BER of 10−2,
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Fig. 14 BER performances with the relay equipped with one transmit
antenna for the BPSK modulation in the MA phase when λ = 0.5
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which proves that the DS-PNC scheme is also superior
to the traditional schemes for considering the transmitter
nonlinear distortion and RF analog cancellation. Mean-
while, DS-PNC also achieves the same diversity gains as
ideal cancellation.
In order to investigate the effects of different RF analog

cancellation quality on the proposed DS-PNC and tradi-
tional schemes, Fig. 15 depicts BER performances of the
DS-PNC and traditional schemes with the coefficient λ

varying in the interval [ 0.1, 1] when the SNR is 20 dB. As
shown in the figure, the BER performance of the MMSE
filter becomes worse obviously with λ increasing but the
performance of DS-PNC similar to that of the ZF filter
almost keeps unchanged. It proves that the proposed DS-
PNC scheme ismore robust to the SI than theMMSE filter
scheme no matter how the RF analog cancellation quality
is. This conclusion is consistent with the results obtained
in Fig. 12.

8 Complexity analysis
For the proposed schemes based on the DS theory, the
complexities of the proposed schemes mainly depend on
the complexities of the computations and combinations
for multiple BPAs. There are M2+M

2 uncertain decision
propositions with only single-point and two-point FES
considered in this paper, where M denotes the modula-
tion constellation set cardinality. In [36], a BPA calculation
or a combination of two BPAs is defined as a BPA eval-
uation. For simplicity, the complexities of the proposed
schemes are determined by the number of BPA evalua-
tion involved. According to [36], the complexity of a BPA
evaluation is considered as O(M2) without existing SI.
Considering the SI suppression in BPA computation, a
BPA evaluation defined in this paper is the sum of MnT
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Fig. 15 BER performance comparison of different schemes in the MA
phase with λ varying

terms of the BPA computation. Therefore, the complexity
of a BPA evaluation in this paper is approximately denoted
by O(MnT+2).
For DS-NC without the iteration scheme, the complex-

ity is mainly decided by the complexity of DS detection.
The relay obtains nst estimation signals for each receive
antenna, where nst denotes the number of all transmit
antennas at the source nodes. Therefore, each receive
antenna has nst BPA evaluations. Since Dempster’s com-
bination rule is exploited to combine the BPAs from
each receive antenna, the number of BPA evaluation can
be expressed as nRnst . Therefore, the complexity of DS-
NC without iteration is approximately O(MnT+2nRnst).
With one iteration exploited in DS-NC, the complex-
ity is increased to O(2MnT+2nRnst). However, the relay
only has nR BPA evaluations in DS-PNC because the sig-
nal detection is not needed at each receive antenna. So,
the complexity is reduced to O(MnT+2nR). For compari-
son, the complexity of the MMSE SI suppression can be
considered as O(nR3) according to [45]. From the above
analysis, the complexity of the proposed DS-PNC is lower
than that of the proposed DS-NC.

9 Conclusions
In this paper, the novel SI suppression schemes based
on the DS theory were proposed at the relay and source
nodes for the two-way FDMIMO relay system. In the MA
phase, DS-NC adopted the DS evidence theory to esti-
mate the signals of each source node with SI considered
in the BPA computation. Furthermore, the proposed DS-
PNC scheme considered SI suppression from the vector
space perspective and combined the PNC mapping rule
with the DS theory to obtain the network-coded signal
directly. For comparison, DS-PNC-MMSE that combined
the DS-PNC and MMSE filter schemes was presented. In
the BC phase, antenna selection was adopted at the relay
and the DS scheme exploited at the source nodes was sim-
ilar to DS-PNC but without considering the PNCmapping
rule in the BPA computation. Meanwhile, the effects of
imperfect SI channel estimation and the intended chan-
nel estimation on the proposed schemes was also stud-
ied. Finally, the proposed DS-PNC scheme was studied
under the SI signal model with nonlinear distortion and
RF analog cancellation. Simulation results revealed that
the proposed DS-PNC scheme was a little more sensi-
tive to the channel estimation errors than the traditional
spatial-domain schemes. However, the proposed schemes
outperformed spatial-domain schemes with the perfect
channel state information. Furthermore, considering the
SI signal model with nonlinear distortion and RF can-
cellation, the DS-PNC scheme was also superior to the
traditional schemes andmore robust to the SI.Meanwhile,
the DS-PNC scheme achieved the same diversity gain as
the ideal cancellation.
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