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Abstract

In modern wireless communication system, power amplifier (PA) is an important component which is expected to be
operated at the region of high power efficiency, but in this region, PA is inherently nonlinear. Thus, the linearization of
high power efficient PA is necessary. In this paper, direct learning architecture (DLA) and indirect learning architecture
(ILA) are firstly compared. It shows that DLA is more robust than ILA. Then a baseband digital predistortion (DPD)
method with DLA is proposed for power amplifier linearization based on combined look-up tables (LUT) and memory
polynomial (MP) model. The main innovation is that a LUT-based approach is proposed to calculate directly the
complex-valued predistorted signal. Moreover, some interpolation techniques are introduced to reduce the LUT size.
The proposed DPDs are validated experimentally. Additionally, the influences of some important parameters in
experimental setup, such as the number of bits of analog-to-digital converter (ADC) and the instrument bandwidth,

are analyzed.

Keywords: Baseband digital predistortion, Power amplifiers, Memory polynomial, Look-up table

1 Introduction

In modern wireless communication system, the energy
consumption is an extremely important issue, especially
for the transmitter. Power amplifier (PA) is a crucial com-
ponent in the transmitter. Generally, for achieving a good
power efficiency, PA must operate close to its compres-
sion region. Unfortunately, the high spectral efficiency
signals used by today’s wireless communication systems
are characterized by their non-constant envelopes and
high peak-to-average power ratio (PAPR). Their ampli-
tudes may overtop the compression region of the PA.
The resulting nonlinear distortions, such as the spec-
tral regrowth and degradation of error vector magnitude
(EVM), disturb the transmission. Moreover, to support
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more users and provide higher data rates, the bandwidth
of signal continues to increase. PA exhibits stronger mem-
ory effects with the increasing of the bandwidth of signal
[1]. The research on high power efficient PA driven by
a wide bandwidth signal is of great practical significance
[2, 3]. To compensate PA nonlinearities, several lineariza-
tion techniques are developed, such as feed-forward,
feedback, linear amplification with nonlinear compo-
nents (LINC) and predistortion techniques. Among these
techniques, predistortion technique, particularly base-
band digital predistortion (DPD), has been widely studied
thanks to its ability of reconfiguration and simplicity of
implementation.

DPD is one of the most effective linearization tech-
niques. Its principle is to insert a digital predistorter (PD)
in front of PA, which has the inverse nonlinear char-
acteristics of that of the PA, so that the cascaded PD-
PA system has a linear behavior. DPD can be realized
using two architectures [4—6]: indirect learning archi-
tecture (ILA) and direct learning architecture (DLA). In
ILA approach [7], a postdistorter model is first assumed,
the measured output of PA is taken as the input of the
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postdistorter, and the measured input of PA is taken as
the output of the postdistorter. Then, the postdistorter
is estimated by an identification algorithm such as least
squares (LS) method. Finally, the identified postdistorter
is placed directly in front of PA as the predistorter. In
DLA approach [8-10], a model of PA’s behavior is first
defined, then its coefficients are identified, and finally
the predistorter is found by reversing the identified PA
model.

Among various DPD techniques, three solutions are
popularly used. They are look-up table (LUT), polyno-
mial model and neural network based DPDs. In [11, 12],
several neural network-based DPDs have been proposed.
The neural network has an excellent capability to accu-
rately approximate nonlinear functions. Hence, it can be
used to linearize the PA. But the training process of
neural network is complex and time-consuming. Its hard-
ware implementation is difficult in practical applications.
LUT [13-16] based DPD has the advantage of simplic-
ity, but its linearization performance depends on the LUT
size. In order to improve the linearization performance
with limited LUT dimension, some interpolated tech-
niques are introduced in LUT-based DPDs. Polynomial
[7, 8, 17] model-based DPD is also widely studied in the
literature. They include the well-known Volterra series
(VS) [18], memory polynomial (MP) [7, 8, 13], gener-
alized memory polynomial (GMP) [19], other simplified
VS variants [20] and so on. VS and GMP models are
more accurate but also more complex. MP model has
lower complexity and can closely mimic the nonlinear
behavior of the PA with memory effects. It offers a good
tradeoff between computational complexity and modeling
accuracy.

In [7], a MP based DPD with indirect learning archi-
tecture is presented, where the MP model performs
robustly and the model’s parameters are easy to extract.
But compared with the DPD with direct learning archi-
tecture, the DPD with indirect learning architecture is
less robust in the presence of noise [4]. In [10], a MP-
based DPD with direct learning architecture is proposed,
where it uses a root-finding method to calculate the
predistorted signal. This DPD can achieve excellent lin-
earization performance but the root-finding procedure is
time-consuming. In [13], a MP/LUT DPD is proposed,
where a conventional LUT is used instead of the root-
finding procedure. The calculating time of DPD process
decreases greatly but it requires a sufficiently large size
of LUT.

In our previous work [21, 22], some interpolated
LUTs are introduced based on MP/LUT DPD. Thanks
to the interpolation techniques, the improved DPDs
achieve good performance in terms of computational
efficiency and LUT size. In [21], the linear interpola-
tion is introduced based on MP/LUT DPD. In [22], the

Page 2 of 14

quadratic-interpolated LUT is combined with the non-
uniform MP model. It is worth noting that, in [21, 22],
LUTs are only used to determine the amplitude of the
predistorted signal. While the predistorted signal’s phase
must be calculated by another separated time-consuming
process. In [23], the two interpolated LUTs are used
based on non-uniform MP model. The linear-interpolated
LUT is used to determine the amplitude of the pre-
distorted signal. And, the quadratic-interpolated LUT is
used to determine the phase of the predistorted signal.
In this paper, we propose three LUT-based methods:
LUT-based, LILUT-based, and QILUT-based methods. In
the LUT-based method, the amplitude and phase of the
predistorted signal both are calculated by a single clas-
sical LUT. In the LILUT-based method, the amplitude
and phase of the predistorted signal both are calculated
by a single linear-interpolated LUT. In the QILUT-based
method, the amplitude and phase of the predistorted
signal both are calculated by a single quadratic-
interpolated LUT.

Additionally, in practical implementation, the lineariza-
tion performance of DPDs is directly related to the num-
ber of bits of ADC (analog-to-digital converter) and the
bandwidth of instruments [24]. This important issue is
also studied in this paper.

The remainder of this paper is organized as follows.
Section 2 presents the principles of ILA and DLA, and
makes a comparison between them. The proposed DPD
solution is presented in Section 3. Section 4 discusses
some practical problems in the measurements, especially
the influence of signal bandwidth. The experimental setup
and results are presented in Section 5. Finally, Section 6
concludes the paper.

2 Predistortion architectures

In this section, the details of ILA and DLA are pre-
sented. And, the two architectures are compared by some
simulations.

2.1 Indirect learning architecture

Figure 1 shows the block diagram of ILA. Firstly, the
postdistorter is identified. Usually, the postdistorter is
modeled as a MP [4]. The output of the postdistorter can
be expressed as

K L

Zpm) =Y > an®ulz(n)] (1)

k=0 [=0

where z(n) = y((;—?, Oylzn)=z(n — k) |z(n — k)|2[, Gy is
the desired gain, ag; (k = 0,--- ,Kand/ = 0,--- ,L) are
the complex-valued coefficients, K refers to the memory
depth and 2L + 1 the highest nonlinearity order. Theoret-
ically, it requires z,(n) = x(n) in a perfect system. The
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Fig. 1 Indirect learning architecture
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signals x(n) and y(n) are the measured input and output of
PA, respectively. Assume that the total number of samples
is N, we get

()

z, = Za

where z, =[z,(1),- -+ ,2,(\N)]T,Z =[ugo, - , oL, ",
Wy, UK, URLINx (K1) (L+1) » U =[ Pr[z(D)], - - -,
chl[Z(N)] ]T! and a:[QOOr T AQLy 5 Akl 5 AK0s s
akr]T. Classical LS method can be used to extract the
coefficients

a=(z"2)"" 7!z, 3)
where () denotes the complex conjugate transpose oper-
ation. After the identification of the postdistorter, the copy
of the postdistorter is placed directly in front of PA as the
predistorter.

2.2 Direct learning architecture
The block diagram of DLA is illustrated in Fig. 2. As men-
tioned before, the determination of PD needs two steps in

DLA. Firstly, the model of PA’s behavior needs to be pre-
defined. Here, MP is adopted as the PA model. The PA
model is defined as

P Q

y(n) = Z Z Cpqq)pq[x(n)]

p=04=0

(4)

where @, x(n)] = x(n—p) |x(n -p) ’2[1, Pand2Q+1 are
the memory depth and highest nonlinearity order, respec-
tively, and c,, are the model’s coefficients. The signals x(n)
and y(n) are the input and output of PA, respectively. The
coefficients c,4 are extracted by LS method as mentioned
before. Secondly, the identified model of PA is reversed for
the determination of PD. In the following, the method in
[10] to determine the PD with DLA is described.
The ideal cascaded PD-PA system can be expressed as

P Q
ym) =Y cpg®pglx(m)] = Gou(n)

p=04=0

(5)

A A

Parameters
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Fig. 2 Direct learning architecture
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where u(n) denotes the input of the PD-PA system and
x(n) the predistorted signal (also the input of PA). Accord-
ing to the memory behavior of PA, the output y(n) of PA
can be represented as the sum of two parts: the static part
s(n) depending only on the current input sample (p = 0),
and the dynamic part d(n) which depends on the previous
input samples (p from 1 to P).

y(n) = s(n) + d(n)
S(l’l) = Za?:() COqCDOq[x(n)] (6)
d(n) = Zﬁ:l Z;):O Cpqcbpq[x(n)]

From (5) and (6), s(#) can be rewritten as

Q
s(m) = &Y coglu(m) P = Gouln) — d(m)  (7)
q=0

where Zx(n) and |x(n)| are the phase and amplitude of
the predistorted signal x(n), respectively. By definition,
d(n) depends only on the previous samples, the right-
hand side of (7) and coefficients co,; are known at instant
n. The amplitude |x(n)| of the predistorted signal can be
calculated by taking the absolute value.

Q
D coglx(m) P = |Gou(n) — d(m)| ®)
q=0

Equation (8) is a high-order nonlinear equation, the
amplitude |x(n)| of the predistorted signal can be found by
a root-finding procedure [10]. The corresponding phase
Zx(n) is then calculated by

Lx(n) = arg Gou(r) — d(m) . &)

YL cogla(m)|2att
Finally, the predistorted signal x(») is given by

x(n) = |a(n)|d M,

(10)

2.3 Comparison of ILA and DLA

Two different DPD architectures (ILA and DLA) are pre-
sented in the above subsection. They both need to identify
a pre-assumed model (MP model) with the measured
input and output of PA. LS method is used in the model
identification. From (3), it can be seen that the inverse
of Z"Z is required in LS algorithm. When solving the
inverse problem, the condition number is usually used to
measure how sensitive the solution is to changes or errors
in the input. A problem with a low condition number is
said to be well-conditioned, while a problem with a high
condition number is said to be ill-conditioned.

In this subsection, the condition number of Z"Z is
considered to measure the stability of the two DPD
architectures. In ILA, Z is related to the output signal
of PA. While in DLA, it is related to the input sig-
nal of PA. A simulation is realized to compare these
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two DPD architectures. In this simulation, a Wiener
model is used as PA model. It is implemented as a
three-tap FIR filter with coefficients [0.7692, 0.1538,
0.0769] [25], followed by a Saleh model. Saleh model is
described as

aplv(m)?
1+Bplv(n) 2

oglv(n)| jLlv(im)+ ]

T 1t Bavm2°

y(n) (11)

where y(n) and v(n) are the output and input of Saleh
model, respectively, and oy = 20, 8, = 2.2,0p = 2,8, =1
[26]. The input signal of PA is a WCDMA signal with
3.84 MHz bandwidth. The measured sequence has 1000
symbols (8000 samples). The ideal gain of this PA model is
about 26 dB. The input power at 1 dB compression point
is about —1 dBm.

The condition number of Z/Z is affected by Z which
depends on the memory depth, nonlinearity order and
value of each element (varies with the input signal power).
In the first simulation, we assume that the memory depth
is 3 (K = P = 3) and the nonlinearity order is 5
(L = Q = 2). The signal input power varies from —20
to 5 dBm. The condition numbers of Z/'Z of two DPD
architectures are compared. The results are shown in
Fig. 3.

In the second simulation, we assume that the input sig-
nal power is 0 dBm. The nonlinearity order varies from
3 to 15. The memory depth varies from 0 to 3. The
comparison of two DPD architectures is shown in Fig. 4.

From Figs. 3 and 4, it can be seen that the condition
number of Z’Z in DLA is always lower than that in ILA. It
indicates that DLA is more robust than ILA with respect
to perturbations. To further validate this result, the influ-
ences of the noise and quantization error of ADC on the
modeling performance are analyzed.
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In practical measurement, an ADC is required to
realize the signal acquisition. The number of bits of
ADC will affect the accuracy of the signal acquisition
and then affect the performance of the model’s iden-
tification. Additionally, the measurement at the output
of PA is noisy in practical application. The noise also
affects the performance of the model’s identification. In
the third simulation, these two DPD architectures are
compared in terms of the number of bits of ADC in
signal acquisition and the noise power at the output
of PA.

For analyzing the influence of the noise at the output
of PA, it assumes that complex white Gaussian noise is

present at the output of PA as shown in Figs. 1 and 2.
An original WCDMA signal x'(#) (bandwidth 3.84 MHz,
power 0 dBm, sequence length 8000 samples) is given as
the PA input. And the output /(1) of PA is obtained by
the Wiener model. The white Gaussian noise is added in
the output signal y'(n) to get the noisy output y, .. (n).
The input &'(#) and output y, ;. (1) of PA are used for
the model identification of (1) and (4). In this process, we
take K = P = 3 (memory depth =3)and L = Q = 2
(nonlinearity order = 5), respectively.

After the model identification, another WCDMA sig-
nal x”(n) is used to test the identified model. For the
input x”(n), the corresponding output y”(n) is obtained.
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For ILA, the signal y”(n) is the input of the postdistorter,
its output zZ (n) is obtained by the identified model (1).
The normalized mean squared error (NMSE) between
21’9’ (n) and x”(n) is treated as the criterion of ILA model-
ing accuracy. For DLA, the signal x”(n) is the input of the
identified model (4), the corresponding output y, , (1) is
obtained. The normalized mean squared error (NMSE)
between y7,, ,(n) and y”(n) is treated as the criterion of
DLA modeling accuracy. Figure 5 shows the performance
of ILA and DLA in terms of NMSE when the noise is
present. It can be seen that the modeling accuracy of ILA
and DLA both improves as the noise power decreases.
When the noise is high, the performance of DLA is better
than that of ILA. When the power of noise is low (nearly
ideal case), the performance of DLA and ILA is similar. In
practical applications, the noise can not be ignored. DLA
is more robust than ILA when the noise is present.

For the influence of the number of bits of ADC, an ADC
is assumed for the signal acquisition. The signals x'(n)

and y'(n) pass the ADC and are denoted by x;wc(n) and
Yupc (), respectively. The signals x/, ,~(n) and y/, (1)
are used for the model identification of (1) and (4). The
same signal x” (n7) is used to test the identified model. The
comparison principle considering the number of bits of
ADC is the same as that considering the noise. Figure 6
shows the performance of ILA and DLA in terms of
NMSE with varying number of bits of ADC. It can be
seen that the modeling accuracy of ILA and DLA both
improves as the number of bits of ADC increases. The
modeling accuracy of DLA is always better than that
of ILA.

According to the above analysis, it further verifies that
DLA is more robust than ILA with respect to perturba-
tions. Finally, the two DPDs based on different learning
architectures are compared for the validation. The DPD
proposed in [7] is taken as the example of ILA. And, the
DPD proposed in [10] is taken as the example of DLA. In
this simulation, the number of bits of ADC and the noise
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both are taken into account in the process of identifica-
tion. We assume that the number of bits of ADC is 8, the
SNR at the output of PA is 35 dB. The average power of
the input signal varies from —13 to —3 dBm. The input
signal, which has an average power of —3 dBm, includes
many samples entering the nonlinear region of PA model.
Figure 7 illustrates the distribution of samples of the input
signal when its average power is —3 dBm. It shows that the
power of about 40 % of the input samples is higher than
the input power (—1 dBm) at 1 dB compression point of

the PA model.

The original input «'(n) and output y'(n) of PA pass

The linearized outputs of the two different learning
architectures are obtained by the DPD solutions stated
above. The adjacent channel power ratio (ACPR) and
EVM of linearized outputs of two architectures are calcu-
lated, respectively. Figure 8 shows the evolution of ACPR
of linearized outputs with varying input power. And, Fig. 9
shows the evolution of EVM of linearized outputs with
varying input power. It can be seen that the linearization
performance of DLA is much better than that of ILA when
considering the number of bits of ADC and the noise at
the output of PA. Consequently, in this paper, DPD based
on DLA is adopted.

firstly the ADC, then the noise is added on the out-

put signal of PA. The processed input and output signals
are used for the model identification of (1) and (4). For

ILA, the identified postdistorter model is directly place

in front of PA as the predistorter [7]. For DLA, the
predistorter is determined by inverting the identified PA

model [10].

3 Proposed LUT-based digital predistortion

In this section, the details of the proposed DPD are
presented. In Section 2.2, a MP-based DPD with DLA
is described. The calculation of the predistorted signal
includes two parts: the amplitude and phase. The ampli-
tude and phase of the predistorted signal are calculated by

d

10 T T
—-without DPD ¥
-=-with DLA
8 M |—4with ILA —
LR e
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Fig. 9 EVM comparison of DPDs based different learning architectures
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Table 1 Values of LUT

LUT input LUT output
E(0) R(0)e?©
E(m) R(m)el?™
E(M) R(M)el? M

(8) and (9), respectively. In [13, 21, 22], only the amplitude
calculation in (8) is considered. The approaches based on
LUT are used instead of the root-finding process. Actu-
ally, the process of calculating the phase in (9) is also
time-consuming. In this paper, an approach based on
LUT is proposed to calculate the amplitude and also the
phase of the predistorted signal. The proposed approach
is presented as follows. (9) can be rewritten as

Zx(n) = arg {Gou(n) — d(n)}

Q

2q+1
—arg{ > coqlx(m)**
q=0

(12)

Before performing the predistortion, a LUT including
the information of the amplitude and phase of the predis-
torted signal should be constructed. Firstly, the dynamic
range of the amplitude |x(n)| of the predistorted sig-
nal is estimated according to the maximum amplitude of
the original input signal u(n) and the saturation input
amplitude of PA. Then the maximum range of |x(n)| is
decomposed into M + 1 intervals with equal length (the
length of each interval is equal to Ax), denoted by R(m).
The LUT is shown in Table 1. In this table,
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Q
E(m) = | cogR(m)*"*! (14)
q=0
Q
0(m) =arg { Y cogR(m)**! (15)
q=0

where E(m) is the LUT input and 0 (m) the phase of the
term Z;Q:O cogR(m)?a+L,

After the LUT is constructed, the predistortion algo-
rithm is described in Algorithm 1.

Algorithm 1 Proposed DPD based on simple LUT
1. Initialize n = 0, d(0) = 0.
Begin loop
{
2. Calculate the value of Gou(n) — d(n), denoted by s(n).
3. Find a value E(m) from Table 1, which is the closest to
Is(m)].
Find the corresponding value of x(n) by
x(n) = LUT{E(m)} = R(m)ej{ﬂrg{S(n)}—9(M)}
5. Calculaten = n+ 1.
6. Calculate d(n) = Z§=1 Z;Q:o Cpgx(n — p) ‘x(n —p)’zq.
} Goto loop

The proposed approach based on a simple LUT can
significantly improve the time efficiency of DPD pro-
cess than the corresponding root-finding approach, but
its linearization performance is proportional to the table
size. To obtain good linearization performance, the table
size must be sufficiently large. Therefore, some interpola-
tion techniques should be introduced in the simple LUT.

R(m) = mAx (13)  The linear interpolation and the quadratic interpolation
—40 Rk ——————F———————%
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= _45 <twith DPD and varying number of bits Ll
g Hwith DPD and without limitation of number of bits of ADC
©
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2 \
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©
\
T -60 \
)
<
g -65
5 —&8—~a —3
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Fig. 10 Evolution of adjacent channel ACPR versus number of bits of ADC
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Cutoff frequency/Singal bandwidth
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are adopted in LUT, respectively. The linear-interpolated
LUT and quadratic-interpolated LUT will be denoted in
the rest of the paper as LILUT and QILUT, respectively.
The algorithm of proposed DPD based on LILUT is differ-
ent from that based on simple LUT at the step 4). For the
algorithm of proposed DPD based on LILUT, the step 4)
is as follows

x(n) = LILUT{E(m)} = R(m)e/@8tstmi=0tm} (1)

where LILUT is the linear-interpolated LUT [21]. Simi-
larly, for the algorithm of proposed DPD based on QILUT,

the step 4) is as follows
x(n) = QILUT{E(m)} = R(m)!@8lstmi=0tm}— (17)

where QILUT is the quadratic-interpolated LUT [22].

In this section, three DPD approaches are described.
For convenience, the proposed DPDs based on sim-
ple LUT, LILUT and QILUT are called as LUT-based,
LILUT-based, and QILUT-based, respectively. Among
these three approaches, it is difficult to judge which one
is the best, since they provide different degrees of trade-
off between the linearization performance, table size and
time efficiency.
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gsss ss°
R&S = S888 88
-
SMU 200A % @ EEE o
s o o ©

DPD algorithm

and

data processing

Fig. 12 Block diagram of experimental setup

» ATT

Trigger
A A
ADC
Agilent | o38es |
cuion |B3EE
S 050 oo
S 080 0=




Feng et al. EURASIP Journal on Wireless Communications and Networking (2016) 2016:132

Page 10 of 14

_:’;?a‘

R&S SMU200A

\

Fig. 13 Photograph of experimental setup

4 Discussions
In order to validate the proposed DPDs, experimental
measurements are necessary. Before the measurements,
some problems are discussed. In practical measurements,
hardware conditions can not be ignored, such as the num-
ber of bits of ADC and instrument bandwidth. In the
following, these parameters are analyzed by some sim-
ulations. In the simulations, the original input signal is
a WCDMA signal with 3.84 MHz bandwidth. The input
sequence is 1000 symbols. The input power is —5 dBm.
The PA model is the Wiener PA model mentioned in
Section 2.3. The DPD method used is the root-finding-
based DPD [10].

For the problem of number of bits of ADC, as
mentioned before, an ADC is assumed before the data

acquisition. The number of bits of ADC varies form 3
to 16. And the sampling frequency of the input signal is
eight samples/symbol. The ACPR is used to quantify the
linearization performance. Figure 10 presents the evolu-
tion of ACPR versus the number of bits of ADC. It can
be seen that the linearization performance improves as
the number of bits of ADC increases. It indicates that
if the number of bits of ADC is not big enough in the
data acquisition, the quantization error is too large and
degrades the linearization performance. Additionally, the
number of bits of ADC should not be too high. In this
paper, the acquisition of signals by Agilent E4440A is
realized with ADC of 14 bits in the experimental setup.
The experimental setup will be presented in the next
section.
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Another problem is the bandwidth of instrument. In
simulations, the signal bandwidth is only limited by the
sampling frequency. In the measurement, except for the
influence of the sampling frequency, the signal band-
width is also affected by the bandwidth of instrument.
When the bandwidth of instrument is narrower than
that of the signal, the signal passing the instrument
will be distorted. Especially, the signal bandwidth will
increase after the predistortion. The bandwidth of the
predistorted signal is wider than that of the original
input signal. Thus, if the bandwidth of instrument is not
sufficiently wide, the desired predistortion will be not
achieved.

In order to evaluate the required bandwidth, the fol-
lowing simulation is made. It assumes that the sampling
frequency of input signal is 50 samples/symbol. To sim-
ulate the instrument limitation, a lowpass linear-phase
filter, with order 200 and a varying cutoff frequency, is
used to limit the bandwidth of the predistorted signal. The
limited bandwidth signal is finally applied to the Wiener
PA model.

Figure 11 presents the evolution of ACPR versus
the cutoff frequency, where this cutoff frequency rep-
resents the bandwidth of instrument. It indicates that
only the bandwidth of instrument is wide enough (at
least 5 times), the linearization performance will be
perfect.

5 Experimental results

In order to validate the proposed DPDs, an experimental
testbed is built. Figures 12 and 13 show the used exper-
imental testbed. It consists of a PA (ZFL 2500), a PC
providing the baseband signal and realizing DPD algo-
rithms, a vector signal generator (Rohde & Schwarz SMU
200 A) to generate the RF signal and a spectrum ana-
lyzer (Agilent E4440A, 3 Hz — 26.5 GHz) to analyze
the input and output signals of PA. For PA ZFL2500, it
has 500-2500 MHz bandwidth and about 31 dB gain.
The average output power at 1 dB compression point
is around 17 dBm at frequency of 1.8 GHz. Figure 14
shows AM/AM and AM/PM characteristics of PA
ZFL2500.

The proposed approach, LUT-based, LILUT-based, and
QILUT-based DPDs, all are tested on this experimen-
tal testbed. The root-finding-based DPD in [10] is com-
pared with the proposed three DPD approaches. The
performance is evaluated in terms of the linearization
capability, time efficiency and table size. The lineariza-
tion capability is measured by two parameters. One
is the NMSE between the predistorted signals by the
three LUT based DPDs and the predistorted signal
by root-finding-based DPD. The other is the measured
ACPR at the output of linearized PA. The time effi-
ciency refers to the consumed time of DPD process
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Table 2 NMSE of predistorted signals and time comparisons
using different DPD methods

DPDs NMSE (dB) Time (us)
Root-finding-based DPD —00 103.75
LUT-based DPD (size 30) -34.18 9.63
LUT-based DPD (size 1000) -65.39 11.38
LILUT-based DPD (size 10) -61.20 20.75
LILUT-based DPD (size 30) -81.59 21.38
QILUT-based DPD (size 10) -75.93 71.25
QILUT-based DPD (size 20) -94.89 72.88

for obtaining one predistorted sample x(n) as shown in
Algorithm 1. The table size refers to the chosen size
of LUT.

For these measurements, PA ZFL2500 is driven by a
WCDMA signal with 3.8 MHz bandwidth. The sampling
frequency is 20 samples/symbol. The signal sequence has
200 symbols (4000 samples). The considered MP model
has a memory depth and nonlinearity order of 3 and 5,
respectively. The NMSE between the predistorted signal
by the proposed LUT-based DPD and the predistorted
signal by root-finding-based DPD and consumed time of
the proposed LUT-based DPD are summarized in Table 2.
The power of original signal is —14 dBm (the correspond-
ing output power is 17 dBm at the output of PA). It
can be seen that the NMSE between the root-finding-
based DPD and QILUT-based DPD achieves —94.89 dB
with table size of only 20. But, the consumed time of
QILUT-based DPD is 72.88 us. It is higher than that of
LILUT-based DPD (size 30) and that of LUT-based DPD
(size 1000). The NMSE between the root-finding-based
DPD and LILUT-based DPD achieves —81.59 dB when
the table size is 30. The NMSE between the root-finding-
based DPD and LUT-based DPD only achieves —65.39 dB
even if the table size is up to 1000. But it takes only 11.38

Table 3 ACPR comparison using different DPD methods

ACPR (dB)
Output power point 17dBm  16dBm  15dBm  14dBm
Without DPD -37.86 -40.23 -42.94 -45.08
Root-finding-based DPD 4345 4741 -50.79 -53.47
LUT-based DPD (size 30) -3953 -44.47 -45.70 -4590
LUT-based DPD (size 1000)  -41.76 -47.58 -51.06 -53.59
LILUT-based DPD (size 10) -39.33 -45.72 -50.91 -53.60
LILUT-based DPD (size 30) -43.33 -45.75 -51.12 -53.53
QILUT-based DPD (size 10) -41.59 -46.08 -50.84 -53.19
QILUT-based DPD (size 20)  —43.34 -47.52 -50.69 -53.86
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us. The advantage of LUT-based DPD is its high time
efficiency.

To compare ACPR values at the output of linearized
PA, four average output power points are chosen : 17, 16,
15 and 14 dBm. The upper ACPR values of the output
signals of different DPDs are measured and summarized
in Table 3 (the offset of adjacent channel is set to be 5
MHz). Figure 15 shows the spectrums of output signals
using different DPDs at the output power point 16 and
14 dBm. The ACPR values and spectrums further validate
the results of Table 2. For LUT-based DPD, the lineariza-
tion performance is very low when the table size is small.
It achieves a similar linearization performance as the root-
finding-based DPD with table size at least 1000. While
LILUT-based DPD and QILUT-based DPD achieve the
same performance as the root-finding-based DPD, with
table size of only 30 and 20, respectively. In order to com-
pare LILUT-based DPD and QILUT-based DPD clearly,

Fig. 16 shows their spectrums with the same table size
10 at the output power point 16 and 14 dBm. At the
output power 16 dBm, the linearization performance of
QILUT-based DPD is better than that of LILUT-based
DPD. It is worth noting that, the linearization perfor-
mance of QILUT-based DPD is a little worse than that
of LILUT-based DPD at the output power 14 dBm. It is
because the characteristic at the output power 14 dBm
is more linear than that at the output power 16 dBm.
LILUT-based DPD is better for the case where the prob-
ability density of small signal is high (low nonlinearity).
When the probability density of large signal is high,
the nonlinearity increases, QILUT-based DPD can be
selected.

6 Conclusions
Two classical DPD architectures (DLA and ILA) are com-
pared in this paper. According to the comparison in terms
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of the condition number and considering the influence of
the number of bits of ADC and noise in the signal mea-
surement, it shows that DLA is more robust than ILA
with respect to perturbations. The LUT-based, LILUT-
based, and QILUT-based DPDs are then proposed for
PA linearization based on MP model with DLA. These
three DPDs allow some tradeoff between the linearization
performance, time efficiency and table size. In different
applications, a more appropriate DPD can be chosen to fit
the actual situation. Moreover, the hardware condition of
experimental setup is discussed. If a more accurate results
are expected, a higher bits of ADC and a wider bandwidth
of instrument are required.
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