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Abstract

A modified message propagation algorithm is proposed for a low-complexity decoder of low-density parity-check
(LDPC) codes, which controls the information propagated from variable and check nodes.The proposed
threshold-based node deactivation for variable nodes and zero-forcing scheme for check nodes remarkably reduce
decoding complexity required for similar error performance. In the proposed scheme, different thresholds, which are
determined from the base matrix of the LDPC codes, are applied for each type of variable node. In addition, thresholds
for deactivating variable nodes are increased while the decoding process is operated for a reduction in decoding
complexity without early error floor, which is a drawback of the conventional threshold-based deactivation scheme.
Simulation results show that the proposed scheme enables normalized min-sum decoders to decode successfully
with less complexity than the conventional threshold-based deactivating scheme.

Keywords: Low-density parity-check codes, Protograph-based extrinsic transfer chart, Normalized min-sum
algorithm, Complexity reduction

1 Introduction
Low-density parity-check (LDPC) codes were first intro-
duced by Gallager [1] in 1962 and rediscovered byMackay
[2] in 1999. LDPC codes have been in competition with
turbo codes, which were proposed in 1993 [3], for error
control in many applications. In the viewpoint of error
performance, LDPC codes exhibit better behavior for high
code rates compared to turbo codes, which the last are
better for lower code rates. Complexity as well as error
performance is one of the factors that determine the error
correction code to use. Therefore, reducing the complex-
ity of the decoding algorithm makes LDPC codes more
applicable, especially to the energy limited applications,
such as Internet of Things (IoT) and deep space com-
munication. Since this paper is the research for LDPC
codes, only schemes for LDPC codes are briefly intro-
duced in this section, but there were various researches
for practical usage of turbo codes [4–7]. The complex-
ity of the LDPC decoding process is determined by three
major factors: the computational complexity, the number
of iterations, and the number of activated nodes.
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Although the original iterative decoding algorithm
for LDPC codes, known as the sum-product algorithm
[2], shows good error correction performance, its com-
putational complexity is quite high. The sum-product
algorithm can be simplified using a mathematical approx-
imation, which is called the min-sum algorithm [8]. The
degraded performance from the approximation can be
improved by simply scaling messages [9, 10]. On the other
hand, Savin proposed a self-correction (SC) method for
improving performance of min-sum algorithm [11, 12].
He checked the sign changes of the messages from vari-
able nodes between two consecutive iterations to identify
unreliable messages. Erasing unreliable messages yields
better performance compared to other modified min-sum
algorithms [9], especially in the error floor region [13].
As an additional effect, the SC method affects power effi-
ciency due to a reduction in switching activity [14, 15].
The cost of the performance improvement is the addi-
tional memory required to store the signs of passing mes-
sages. This overhead can be relieved by changing the rules
of the conventional SC method [16]. This scheme has
memory requirements similar to those of the conventional
min-sum algorithm.
The decoding complexity is proportional to the num-

ber of iterations. In order to reduce the number of
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iterations, several serial scheduling methods have been
proposed. Unlike classical decoding, iteratively generated
information is updated following a certain sequence in
a serial scheduling. Check node-wise and variable node-
wise schedules have been known as layered decoding [17]
and shuffled decoding [18], respectively. The required
number of iterations can be reduced to half of that of
parallel decoding while the performance is maintained. A
stopping criterion can also reduce the average number of
iterations. Recently, a stopping criterion for reducing not
only the average number of iteration but also the number
of calculations per iteration was proposed [19].
In addition, decoding complexity has close relationship

with the number of activated nodes. An activated node is a
node that calculates messages for increasing reliability. In
contrast, a node that does not calculate any information,
is called an deactivated node. The forced convergence
(FC) method [20] reduces the number of activated nodes
per iteration. During the decoding procedure, the relia-
bility of some variable node messages become sufficiently
high within a few iterations. The update of those reliable
variable nodes can be skipped in the rest of the itera-
tions [20]. Similarly, the check nodes can be deactivated
when they satisfy some inequality conditions [21]. An
important issue for achieving good error correction per-
formance is proper selection of the threshold value. Sarajlc
et al. tried to obtain optimized threshold values through
an optimization problem [22, 23]. In addition, there exist
simpler versions of the FCmethod [24–26] for operational
efficiency.
In this paper, we introduce a low-complexity decoding

scheme that reduces the number of activated nodes. Com-
pared to FC scheme, the proposed scheme has lower com-
plexity with less performance loss. The main contribution
of this work can be presented as follows:

• Thresholds for the proposed scheme are determined
by using information theoretic analysis based on a
base matrix of LDPC codes.

• For the variable nodes, a threshold-based
deactivation process is proposed with dynamically
increasing thresholds.

• For the check nodes, the total amount of check-node
operations is reduced by generating zero-forced
log-likelihood ratios.

Different thresholds are applied to each variable node
according to its connectivity. In addition, prematurely
deactivated variable nodes are reactivated by dynami-
cally increasing threshold values. The threshold increas-
ing condition is checked with a simple estimator based
on logical circuits. For the check nodes, the SC method
is modified to make it useful for reducing check node
calculations.

The rest of this paper is organized as follows: In
Section 2, we explain precisely the classical decoding
algorithm and conventional techniques that motivated
our proposed scheme. Section 3 describes the proposed
scheme. The simulation results of the proposed scheme
are discussed in Section 4 and a conclusion is provided in
Section 5.

2 Background
2.1 Decoding algorithms for LDPC codes
There are three major decoding algorithms for LDPC
codes: maximum likelihood (ML) decoder, sum-product
algorithm (SPA), and min-sum algorithm (MSA). The ML
decoder is an alternative maximum a posteriori (MAP)
decoder. It essentially selects the codeword that maxi-
mizes the likelihood of the received signal. Even though
the ML decoder is optimum, it is impractical due to its
high computational complexity. The SPA is a decoding
method exchanging variable-to-check (V2C) and check-
to-variable (C2V) information iteratively. The C2V mes-
sage, U(itr)

mn , which propagates from check node m to
variable node n at the itr-th iteration, is generated as
follows:

U(itr)
mn = 2 tanh−1

⎛
⎝ ∏

n′∈N(m)\n
tanh

(
1
2
V (itr−1)
mn′

)⎞
⎠ , (1)

where V (itr−1)
mn denotes the V2C log-likelihood ratio (LLR)

from variable node n to check node m at the (itr − 1)-th
iteration. The term n′ ∈ N(m) \ n denotes the neighbors
of check node m except the variable node n. The V2C
message, V (itr)

mn , is generated using

V (itr)
mn = Un,ch +

∑
m′∈M(n)\m

U(itr)
m′n . (2)

The term Un,ch denotes the channel LLR of variable
node n, and M(n) \ m denotes the neighbors of variable
node n except the check node m. Along the decoding
procedure, the a posteriori probability LLR (APP-LLR) of
variable node n at the itr-th iteration, β(itr)

n , is updated as
follows:

β(itr)
n = Un,ch +

∑
m∈M(n)

U(itr)
mn (3)

Although SPA is more efficient to implement than ML,
the complexity is still high due to the numerous multi-
plications of soft values in each iteration. MSA is a low-
complexity algorithm that uses min operations instead of
using multiplications. The simplified version of the check
node updating rule can be represented as follows:

U(itr)
mn =

∏
n′∈N(m)\n

sgn
(
V (itr−1)
mn′

)
min

n′∈N(m)\n

∣∣∣V (itr−1)
mn′

∣∣∣ (4)
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The drawback of MSA is degraded performance com-
pared with SPA. For performance improvement, the nor-
malized MSA was used in this study. The performance
of MSA can be improved by simply scaling the absolute
value of the C2V message. Although optimum scaling fac-
tor is an real value [10], the multiplication of real value
is sublated in implementation due to the high complexity.
Therefore, for the sake of simplicity and practical useful-
ness, we used a scaling factor of 0.75, which is close to the
optimized value and can be implemented by several shift
registers.

2.2 Forced convergence
The FC scheme forces variable nodes, which have highly
reliable information, to stop updating their information.
Specifically, variable nodes whose absolute value of APP-
LLR is greater than a threshold t are deactivated during
the decoding process as follows:

∣∣∣β(itr−1)
n

∣∣∣ ≥ t (5)

In order to reduce the complexity stem from the vari-
able nodes, the deactivation process should be operated
before the variable node operation is started. Therefore,
the APP-LLR, which was calculated in the previous iter-
ation, is used as a criterion for deactivation. Deactivated
variable nodes do not update their V2C messages and
propagate the last updatedmessages. In order not to expe-
rience performance degradation due to hastily deactivated
variable nodes, the decoder reactivates the deactivated
variable nodes when they are found in the unsatisfied
parity-check equation. The behavior of the FC scheme is
depicted in Fig. 1. Hereafter, “FC scheme” or “conventional
FC scheme” both mean the scheme proposed in [20].

2.3 Self-correction for the min-sum algorithm
The SC method is proposed to recover the performance
loss of MSA and achieves a performance gain by erasing
unreliable information. It identifies unreliable information
by comparing the predicted V2C message with the mes-
sage at the previous iteration. When the sign is changed,
the decoder regards that message as unreliable informa-
tion. Therefore, the process of the SC decoder can be
defined as

V (itr)
mn =

{
0 V (itr)

mn V (itr−1)
mn < 0

V (itr)
mn V (itr)

mn V (itr−1)
mn ≥ 0

(6)

The erased message can be represented by assigning a
zero value, which means the bit states are equiprobable.
Whenever the message at the previous iteration is erased,
the predicted message is sent without considering its sign.
The behavior of the SC scheme is depicted in Fig. 2.

3 Adaptive deactivation and zero-forcing scheme
In this section, calculation reduction techniques for vari-
able and check nodes are proposed. We were moti-
vated by the FC and SC schemes that are explained in
Section 2. The proposed node deactivation process for
variable nodes is conceptually similar to the conventional
FC scheme in the viewpoint of reducing the operational
complexity of variable nodes with high reliability. The
conventional FC scheme uses an equal threshold value
for all variable nodes. In contrast, we decided a different
threshold value for each variable node. Because the incre-
ment of reliability per iteration during the decoding pro-
cess is different according to the connectivity, the use of
various threshold is more efficient for complexity reduc-
tion. In addition, not fixed but variable thresholds are used
for preventing early error floor, which is a drawback of the
FC scheme.

Fig. 1 Behavior of the FC algorithm, including deactivation and reactivation; variable nodes whose absolute value of APP-LLR is greater than a
threshold t are deactivated. The deactivated variable nodes are reactivated when they are found in the unsatisfied parity-check equation
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Fig. 2 Behavior of the SC scheme for the min-sum algorithm; variable node to check node (V2C) message that changes its sign between two
consecutive iterations is set to zero

From the algorithm of the SC method, check node
operation can be simplified according to the number
of erased V2C messages. However, the main proposal
of the SC method is an error correcting performance
improvement. The number of erased V2C messages
in the conventional SC method is not enough to
obtain sufficient benefits in the viewpoint of complex-
ity. Therefore, we proposed a threshold-based zero-
forcing scheme for improving check node complexity
reduction.
All thresholds used for the proposed scheme should be

properly determined to deactivate nodes as much as pos-
sible but not to cause early error floor. We proposed a
threshold decision method using an information theoretic
analysis tool.

3.1 Adaptive node deactivation for reliable information
Assume that there is an LDPC code that is defined by an
M × N parity check matrix H or anMp × Np base matrix
B. Each element of base matrix b(i,j), (1 ≤ i ≤ Mp, 1 ≤ j ≤
Np) represents the number of connected edges between
type-i check nodes and type-j variable nodes. As in con-
dition (5), variable nodes satisfying the condition given in
(7) are deactivated.

∣∣∣β(itr−1)
n

∣∣∣ ≥ tv(j), n ∈ set of type-j variable nodes (7)

The parameter tv(j) is a threshold for type-j variable
nodes. As mentioned previously, the thresholds for each
type of variable node are increased during decoding pro-
cess. The reason for a usage variable threshold instead of

fixed threshold is a trade-off between error performance
and complexity reduction. Although substantial complex-
ity reduction can be obtained when the threshold is small,
early error floor occurs. The reason is that the hastily
deactivated variable nodes arising from the small thresh-
old value degrade error performance. On the other hand,
a large threshold value brings the opposite results.
In order to reactivate the hastily deactivated variable

nodes, the threshold in the proposed scheme is increased
when the rate of variable node deactivation exceeds a
certain criterion. The increment of threshold value reac-
tivates the deactivated variable nodes that do not satisfy
condition (7). As a result, threshold values from the early
phase to the last phase compensate each other by obtain-
ing substantial complexity reduction with relatively less
performance loss compared to when the fixed threshold
value is used.
Initial thresholds tv,ini are determined using a

protograph-based extrinsic information transfer (PEXIT)
chart [27], which is an analysis tool for protograph-based
and multi-edge type LDPC codes. In contrast to the
extrinsic information transfer (EXIT) chart [28], which
is based on the degree distribution of LDPC codes, a
base matrix is used for the PEXIT chart. The PEXIT
chart provides not only the threshold signal to noise
(SNR) of LDPC codes but also the growth of relia-
bility for each type of node in the iterative decoding
process.
Let J(σ ) denote the mutual information between a

binary random variable X with Pr(X = μ) = Pr(X =
−μ) = 1/2, and a continuous Gaussian random variable
Y with mean X and variance σ 2 = 2μ. The function J(σ )

is calculated as follows:
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J(σ ) = 1−
∫ +∞

−∞
1√
2πσ 2

e−
(y−σ2/2)

2

2σ2 · log2(1+ e−y)dy.

(8)

When a rate R LDPC code is used, the mutual informa-
tion for the channel messages to type-j variable nodes is
Ich(j) = J(

√
8R · SNRth), where R is the code rate of LDPC

codes, and SNRth is the iterative decoding threshold SNR
of LDPC codes. Then, transmitted mutual information
between check nodes and variable nodes are calculated
iteratively as iterative decoding method. The V2C mutual
information between a type-i check node and a type-j
variable node can be evaluated as

IV2C(i, j) = J

⎛
⎜⎝

√√√√√
Mp∑
s�=i

b(s,j)
[
J−1(IC2V (s, j))

]2 + [
J−1(Ich(j))

]2
⎞
⎟⎠ ,

(9)

Similarly, the C2V mutual information between a type-i
check node and a type-j variable node can be represent as
follows:

IC2V (i, j) = 1 − J

⎛
⎜⎝

√√√√√
Np∑
s�=j

b(i,s)
[
J−1(1 − IV2C(i, s))

]2
⎞
⎟⎠ .

(10)

Using Ich and the updated IC2V at each iteration, the
cumulative mutual information (CMI) for each type of
variable node can be obtained as

ICMI(j) = J

⎛
⎜⎝

√√√√
Mp∑
s

b(s,j)
[
J−1(IC2V (s, j))

]2 + [
J−1(Ich(j))

]2
⎞
⎟⎠ .

(11)

Since the mutual information of variable nodes
increases at different rates, it is more reasonable to apply

different threshold values for each type of variable node
rather than an equal threshold value as in conventional FC
schemes.
We decided the initial thresholds from the increment of

CMI. Let IlCMI(j) denote the CMI of a type-j variable node
at the l-th iteration. The end point of minimum incre-
ment from the (l − 1)-th iteration to the l-th iteration is
calculated as

l∗(j) = min
l

(
IlCMI(j) − Il−1

CMI(j)
)
. (12)

The proposed technique uses APP-LLR at the l∗(j)-th
iteration as the initial threshold value, tv,ini(j). APP-LLR
can be obtained by applying the J−1 function to ICMI as
follows:

tv,ini(j) = 1
2

[
J−1

(
Il

∗(j)
CMI(j)

)]2
. (13)

The deactivating process reduces the amount of variable
node operations as the ratio of deactivated variable
nodes gradually increases. However, the deactivation dis-
turbs the decoding because some hastily deactivated
variable nodes provide insufficient V2C LLR values
whose magnitudes are not large enough. Therefore, we
enabled the decoder to increase the threshold tv(j) sev-
eral times in the middle of the decoding procedure as
follows:

tv(j) ← tv(j) + �tv(j) (14)

The threshold increasing operation is depicted in Fig. 3.
However, the unlimited increasing threshold may reduce
the ratio of deactivated nodes. Therefore, we set the
threshold limit based on the PEXIT chart as the initial
threshold. In this case, we found a maximum increment as
follows:

l†(j) = max
l

(
IlCMI(j) − Il−1

CMI(j)
)
, (15)

Fig. 3 Increasing threshold tv when the node activeness estimator detects “1”
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tv,max(j) = 1
2

[
J−1

(
Il

†(j)
CMI(j)

)]2
. (16)

Figure 4 shows an example of CMI and ranges for
expected tv,ini and tv,max when a rate-1/2 LDPC code
specified in the IEEE 802.11ad standard (WiGig)[29] is
used. Because there are 16 types of variable nodes, several
behaviors of CMI are depicted in Fig. 4.
When the value of threshold tv(j) is greater than

tv,max(j), it is forced to tv,max(j). Increments of the thresh-
old �tv(j) are determined by the number of desired
increment trials T and the limit of threshold tv,max(j).

�tv(j) = tv,max(j) − tv,ini(j)
T

(17)

The threshold tv is increased when the output of a sim-
ple device called a node activeness estimator (NAE) is 1.
The architecture of NAE is shown in Fig. 5. The esti-
mator is constructed by concatenating AND gates and
OR gates where it has 4s inputs with a positive integer s,
v1, v2, ...v4s , and one output. The parameter s is the num-
ber of stages that consist of AND gates andOR gates. First,
choose 4s out of n variable nodes. For the sake of simplic-
ity, let the chosen variable nodes correspond to the first 4s
columns ofH . Then determine the inputs of the estimator
as follows:

vi =
{
1, if i − th variable node is deactivated
0, if i − th variable node is activated

(18)

The NAE shown in Fig. 5 detects 1 with high probability
when the ratio of 1s among the inputs is greater than 0.7.
The probability that the NAE detects 1 can be calculated
using the following equation recursively:

Pi = 1 − (
1 − P2i−1

)2 (19)

The parameter Pi is the probability that the output is
1 when the binary inputs are processed through a set
of AND-OR logical circuits i times. The parameter P0
is the proportion of the deactivated variable nodes in
the 4s samples. For instance, when the NAE consists of
three stages, the probability of detection is P3 = 1 −
(1 − (1 − (1 − (1 − (1 − P20)2)2)2)2)2. As a result, when
the density of deactivated variable nodes is equal to 0.7,
the probability of detection is 0.86 when s = 3 and
increases to 0.94 when s = 4. In other words, the deac-
tivating threshold tv is increased with high probability

Fig. 4 Cumulative mutual information as a function of the number of iterations for each type of variable node when a rate-1/2 LDPC code specified
in IEEE 802.11ad is used
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Fig. 5 An architecture of the NAE with 4s inputs and 1 output

when more than 70% of the variable nodes are deac-
tivated. Figure 6 shows the simulation result of proba-
bility that the NAE detects 1 as the density of binary
inputs varies.

3.2 Zero-forcing scheme for unreliable information
In the check node operation for normalized MSA, it is
required to find the minimum and second minimum val-
ues among the V2C messages that come from connected
variable nodes. It can be simplified when some V2C mes-
sages are equal to 0. For example, let a check node m
receive more than two zero-V2C messages. Then the
check node does not have to calculate any C2V messages
because all of the check node outputs are zero in this case.
Consequently, it is known that zero-V2C messages enable
check nodes to execute fewer operations. However, V2C
messages are generally non-zero values in the conven-
tional decoding algorithm. In order to generate zero-V2C
messages, we proposed a threshold-based zero-forcing
scheme. In the proposed method, V2C messages, which
are regarded as unreliable information, are forced to
be zero.
Then, check nodes can selectively calculate C2V LLR

values from the received V2C LLRs. For a check node
m, if more than two zero V2C LLR values are received,
then every C2V LLR from the check node m, U(itr)

mn ∀n,
is set to zero without any calculation. If only one

zero V2C LLR, say V (itr−1)
mn = 0, is received, the

check node operation is executed only for U(itr)
mn . The

effects of zero-forced V2C LLRs on check node oper-
ations are depicted in Fig. 7. Because less calculation
is required on the check-node side as more V2C LLRs
are replaced with zero, a higher tc is helpful for com-
plexity. However, too high tc results in performance
degradation.
Thresholds for identifying unreliable information are

obtained by using the PEXIT chart as thresholds for vari-
able nodes. In this case, the mutual information IV2C ,
which is transmitted from variable nodes to check nodes,
is used. From the PEXIT chart, there are MpNp kinds of
IV2C that exist. Although we could achieve the thresh-
olds for each type of V2C message, a large amount of
memory is required for thresholds. Therefore, an equal
threshold tc is used for every V2C message from an
equal variable node. The threshold tc for each variable
node is approximately calculated by averaging the val-
ues that are obtained by applying J−1 function to the
corresponding IV2C . Let l‡(i, j) denote the number of
iterations when the increment of IV2C is a minimum.
Then, the calculation of threshold for V2C messages
from type-j variable nodes tc(j) can be represented as
follows:

l‡(i, j) = min
l

(
IlV2C(i, j) − Il−1

V2C(i, j)
)
, (20)
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tc(j) = 1
dv,j

Mp∑
s=1

b(s,j)
1
2

[
J−1

(
Il

‡(s,j)
V2C (s, j)

)]2
, (21)

where dv,j is the degree of type-j variable nodes. Figure 8
shows an example of V2C LLR and a range for expected tc
when the rate-1/2 LDPC code specified in IEEE 802.11ad
is used. Similar to the case of CMI, because there are 16
types of variable nodes, several behaviors of V2C LLR are
depicted in Fig. 8.
Since a V2C LLR value is said to be unreliable when its

magnitude is small, our method forces V2C LLR values

whose magnitudes are less than threshold to be zero as
follows:

V (itr)
mn =

{
0, if

∣∣∣V (itr)
mn

∣∣∣ ≤ tc(j), n ∈ type-j variable nodes
V (itr)
mn , otherwise

(22)

For LDPC codes of lengthN and rate R = N−M
N , the pro-

posed simultaneous node deactivation and zero-forcing
scheme for highly reliable and unreliable information is
described in Algorithm 1.

a b

Fig. 7 Effects of zero V2C LLRs on check node operations. Dashed lines represent zero-LLR V2C or C2V messages. a The case where one zero V2C LLR
is received. b The case where two zero V2C LLRs are received
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Algorithm 1 Normalized Min-sum Decoding with the
Proposed Algorithm
1: Initialization:

itr = 1, set thresholds tv = tv,ini, tc, and the maximum
iteration Imax.
U(0)
mn = 0 and β

(0)
n = V (0)

mn = Un,ch for all (m, n).
2: for every check node (m = 1, · · · ,M) do
3: if (V (itr−1)

mn == 0 and V (itr−1)
mn′ �= 0 (n′ �= n)) then

4: Calculate U(itr)
mn using (4) with scaling factor and

U(itr)
mn′ = 0 (n′ �= n)

5: else if (more than two V2C LLRs are zero) then
6: U(itr)

mn = 0 ∀n
7: end if
8: end for
9: for every variable node (n = 1, · · · ,N) do

10: if
(∣∣∣β(itr−1)

n

∣∣∣ ≥ tv(j)
)
then

11: Deactivate n-th variable node.
12: β

(itr)
n = β

(itr−1)
n and V (itr)

mn = V (itr−1)
mn

13: else
14: Calculate V (itr)

mn and β
(itr)
n using (2) and (3)

15: if
(∣∣∣V (itr)

mn

∣∣∣ < tc(j)
)
then

16: V (itr)
mn = 0.

17: end if
18: end if
19: end for
20: if stopping condition is not satisfied then
21: if node activeness estimator detects 1 then
22: Reactivate all variable nodes
23: tv(j) ← tv(j) + �tv(j) ∀j
24: if tv(j) > tv,max(j) then
25: tv(j) = tv,max(j)
26: end if
27: end if
28: Go back to line 2
29: end if

4 Simulation results
In order to examine the performance of the proposed
algorithm, simulations were performed over an additive
white Gaussian noise (AWGN) channel with binary phase
shift keying (BPSK) modulation. LDPC codes specified in
the IEEE 802.11ad standard of length N = 672 and rate
R = 1/2 and 3/4 were used to evaluate performance.
In addition, the simulation results for LDPC codes speci-
fied in the IEEE 802.22 standard [30] of length N = 384
and IEEE 802.11n standard [31] of length N = 1944 are
represented in the table at the end of this section. We per-
formed all simulations using 7-bit fixed-point precision,
with 4 bits for the integer part and 3 bits for the frac-
tional part. The maximum number of iterations for all
simulations was 20.

First, the frame error rates (FERs) of the proposed
adaptive deactivation and zero-forcing (ADZF) scheme
are compared to those of the normalized MSA without
any additional manipulation, and the conventional FC
schemes, as shown in Fig. 9. Performance of the pro-
posed scheme was evaluated when the number of stages
in NAE was equal to 4, and the number of increment
trials was 10. The simulation results of the FC scheme
applied to WiGig LDPC code with R = 1/2 show
the influence of the threshold value on the error cor-
recting performance of the FC scheme in a high SNR
regime. Even though significant complexity reduction can
be achieved by the FC scheme using a low threshold value,
the performance loss in the target SNR region makes
the scheme meaningless. Figure 10 shows the influence
of threshold value on the required SNR for achieving
FER = 10−3. As represented in Fig. 10, in order to
overcome performance loss, a sufficiently large threshold
value should be used. In this section, a threshold value
that show similar error performance at FER = 10−3,
such as t = 9 or 10, was used for the comparison of
complexity.
Next, we evaluated the average number of iterations

for each scheme. Figure 11 shows the average number
of iterations where the maximum iteration Imax = 20.
The ADZF and FC schemes require a similar average
number of iterations to the normalized MSA. The rea-
son for slight difference in iterations at low SNR region(
FER < 10−2) is that the initial thresholds tv,ini in the
proposed ADZF scheme are smaller than the threshold
value for the FC scheme. Figure 12 shows the influence
of threshold value on the average number of iterations for
achieving FER = 10−2. When a smaller threshold value
is used, the average number of iteration for maintain-
ing error performance increases. In the proposed ADZF
scheme, when the NAE detects 1, the threshold values
increase from tv,ini, which can be lower than 6, to tv,max,
which can be higher than 10. Since the NAE is operated
at the end of each iteration, the opportunity for threshold
increment increases at the low SNR region, where more
iteration is required compared to the high SNR region.
In other words, the thresholds for the proposed ADZF
scheme can be higher than that of the FC schemes at
the low SNR region. Nevertheless, since the difference in
iterations decreases to zero at practical operation region(
FER ≥ 10−2), it does not affect system’s performance
significantly.
Figure 13 shows the variable node complexity of each

scheme when the complexity of the normalized MSA is
evaluated as 1. The variable node complexity is defined as
follows:

Imax∑
itr=1

∑N
i=1

(
1 − vitri

) · dv,i∑N
i=1 dv,i

(23)
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Fig. 8 Average V2C LLR curve for each type of variable node when a rate-1/2 LDPC code specified in IEEE 802.11ad is used

Fig. 9 Frame error rates of the normalized min-sum algorithm, conventional FC scheme, and proposed algorithm (ADZF)
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Fig. 10 Required SNR for achieving an FER = 10−3

Fig. 11 Average number of iterations of the normalized min-sum algorithm, conventional FC scheme, and proposed algorithm (ADZF) where Imax = 20
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Fig. 12 Average number of iterations of the normalized min-sum algorithm, conventional FC scheme with various threshold values, and proposed
algorithm (ADZF) where Imax = 20 and FER = 10−2

The parameter vitri means that the i-th variable node
is activated(=0) or deactivated(=1) at the itr-th iteration.
Because the effect of a deactivated high degree variable
node on computation complexity is greater than that of a
deactivated low degree variable node, we considered the
degree of variable nodes as a weight. When the iteration
is stopped before reaching the maximum number of iter-
ations, all vitri values for the rest of the iterations are equal
to 1. In this way, a reasonable complexity considering early
stopping can be obtained. For the proposed scheme and
FC schemes, the complexity decreases as SNR increases,
because each variable node is likely to have a higher
APP-LLR at a higher SNR. As represented in Fig. 13, the
variable node complexity of the proposed scheme applied
to WiGig LDPC code of rate 1/2 is only 0.26, which
is almost half of that of the FC scheme (0.53). When
the threshold value for the FC scheme is smaller than
6, the complexity of the FC scheme is lower than that of
the proposed scheme. However, as represented in
Fig. 9, the FC scheme with a low threshold value is
meaningless due to the error performance loss. For the
proposed scheme, using an NAE with s = 3 shows less
complexity than that with s = 4. The reason is that the
probability of detecting 1 becomes higher when NAE has
more stages, as shown in Fig. 6. Although more stages in
NAE cause less complexity reduction compared to fewer

stages, it has an advantage in the viewpoint of error floor.
Similarly, the number of increment trials also influences
error performance and decoding complexity. The large
number of trials brings low decoding complexity and early
error floor. On the contrary, lower complexity gain with
less performance loss can be obtained when the smaller
number of increment trials is used. Consequently, the
number of stages in NAE and increment trials should be
selected cautiously in accordance with the requirements
of the communication system due to a trade-off between
complexity and error performance.
Check node complexity is shown in Fig. 14, which is the

effect of zero-forced V2C LLRs as explained in Section 3,
and deactivated variable nodes. Check node complex-
ity is obtained by evaluating the amount of check node
calculations:

Imax∑
itr=1

∑M
i=1

(
1 − citri

) · dc,i∑M
i=1 dc,i

(24)

The parameter dc,i is the degree of the i-th check node,
and citri means that the operation of the i-th check node
can be omitted (=1) or not (=0) at the itr-th iteration.
Similar to the calculation of variable node complexity, the
degree of check node is considered as a weight. In addi-
tion, when the iteration is stopped before reaching the
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Fig. 13 Normalized variable node complexity of the normalized min-sum algorithm, conventional FC scheme, and proposed algorithm (ADZF)

maximum number of iterations, all citri values for the rest
of the iterations are equal to 1. As mentioned previously,
when a check node receivesmore than two zero-V2Cmes-
sages, the corresponding check node operation also can be
omitted, because all C2V messages from that check node
are zero. In addition, because the operation of check nodes
is meaningless when all related variable nodes are deacti-
vated, we can omit the operation of corresponding check
nodes. On the other hand, the FC scheme has only the
effect of deactivated variable nodes. Moreover, as repre-
sented in Fig. 13, the number of deactivated variable nodes
in the FC scheme is less than that in the proposed scheme.
As a result, the check node complexity of the proposed
scheme applied to WiGig LDPC code of rate 1/2 is 0.55,
which is lower than that of the FC scheme (0.76). Com-
plexity gain increases as SNR increases because the the
portion of deactivated variable nodes is increased. Mean-
while, the influence of the SC scheme on the check node
complexity reduction is decreased due to the increment of
channel information reliability. Figure 15 shows the per-
centage of V2C messages for which the absolute value of
LLR is lower than 0.5 and 1.0 as a function of SNR and
iteration. As shown in Fig. 15, the percentage of unreli-
able V2C messages decreases significantly while SNR is
increased.

Table 1 shows the effect of the proposed ADZF scheme
when other LDPC codes are used. The average number
of iterations, variable node complexity, and check node
complexity of each scheme for obtaining FER = 10−2 and
10−3 are represented. The represented variable node com-
plexity and check node complexity are normalized by the
complexity of the normalized MSA. Similar to the results
for WiGig LDPC codes, the proposed scheme shows sig-
nificantly lower node operation complexity compared to
FC scheme. If the threshold value is smaller than the
value represented in the Table 1, early error floor occurs.
Figure 16 shows the error performance of each scheme
when the smaller threshold value is used. Tomake it easier
to see, we represent results only at the SNR regions that
the FER of normalized MSA is approximately 10−2 and
10−3. As represented in Fig. 16, when the smaller thresh-
old is used, there is a noticeable performance gap at the
SNR = 2.8 and 3.0 dB due to the early error floor.
For the sake of fair comparison, we should con-

sider the additional complexity which is caused by vari-
able node deactivation, zero-forcing message, and NAE.
Then, the total complexity of ADZF scheme CADZF is
calculated as

CADZF = Cvariable + Ccheck + CD + CZF + CNAE, (25)
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Fig. 14 Normalized check node complexity of the normalized min-sum algorithm, conventional FC scheme, and proposed algorithm (ADZF)

Fig. 15 Percentage of V2C messages for which magnitude is lower than 0.5 and 1.0
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Table 1 Simulation results of the FC scheme and proposed ADZF scheme when 802.22 LDPC codes and 802.11n LDPC codes are used

Code FER Scheme Average iteration VN complexity CN complexity

802.22 LDPC 10−2 FC (t = 10) 6.637 0.631 0.894

(N = 384, R = 1/2) ADZF (proposed) 7.050 0.373 0.707

10−3 FC (t = 10) 5.186 0.586 0.861

ADZF (proposed) 5.408 0.320 0.634

802.11n LDPC 10−2 FC (t = 12) 9.091 0.531 0.854

(N = 1944, R = 1/2) ADZF (proposed) 9.390 0.225 0.507

10−3 FC (t = 12) 7.207 0.508 0.826

ADZF (proposed) 7.377 0.202 0.458

where Cvariable and Ccheck are the complexity of variable
node operation and check node operation, respectively.
The parameters CD, CZF and CNAE are the complexity of
deactivation, zero-forcing, and NAE, respectively. Simi-
larly, the total complexity of FC scheme CFC is calculated
as follows:

CFC = Cvariable + Ccheck + CD (26)

In order to combine the complexity of different oper-
ations, we first checked the number of additions, com-
parisons, and AND-OR logical circuits that are basic
components of each operation. Variable node operation
consists of addition. Comparison is used for check node
operation, deactivation, and zero-forcing process. At last,
node activeness estimator consists of AND-OR logical cir-
cuits as shown in Fig. 5. Then, we decided the weight of
each component, since the computational complexity of
each component are different. Using the number of com-
ponents and their weight, the Eqs. (25) and (26) can be
rewritten as

Cscheme = Wadd · Nadd + Wcomp · Ncomp

+ WAND−OR · NAND−OR,
(27)

where Nadd, Ncomp and NAND−OR represent the number
of additions, comparisons, and AND-OR logical circuits,
respectively. The parametersWadd,Wcomp, andWAND−OR
mean the weight of addition, comparison, and AND-OR
logical circuit, respectively. To quantify the computational
complexity of each component, we used execution time.
From the simulation, we obtained that the execution time
for the one AND-OR logical circuit is approximately 1.5
times longer than that of addition and comparison. There-
fore, the weight of the AND-OR logical circuit is 1.5 when
that of the addition and comparison is 1. Figure 17 shows
the normalized total complexity of each scheme when the
total complexity of normalized-MSA is 1. Simulated error
rate region is FER = 10−3, and threshold of FC scheme
is t = 12 for 802.11n code and t = 10 for the rest. As
a result, even though ADZF scheme has extra operations

Fig. 16 Frame error rate of each scheme when 802.22 LDPC codes and 802.11n LDPC codes are used. The simulated error region is that the frame
error rate of normalized min-sum is approximately 10−2 and 10−3
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Fig. 17 Normalized total complexity of normalized min-sum algorithm, conventional FC scheme, and the proposed algorithm (ADZF) when
FER= 10−3

compared with FC scheme, it still have benefit in the
viewpoint of complexity.
Finally, as a merit of the proposed scheme, ADZF

scheme is compatible with the various existing schemes
using LDPC codes, such as [32–34], in the viewpoint of
the practical usage of their schemes. Decoding complex-
ity of their schemes is reduced through simply adopting
proposed scheme to LDPC decoder.

5 Conclusions
A node operation reducing technique, called the ADZF
scheme, is proposed for a low-complexity decoder of
LDPC codes. Variable nodes with high reliability are deac-
tivated to omit their calculations. A simple NAE con-
structed with logical circuits is introduced to increase
the threshold value when deactivated variable nodes are
saturated. Hastily deactivated variable nodes are auto-
matically reactivated by the increased threshold value.
Messages with low reliability propagated from variable
nodes are replaced with zeroes to reduce check node oper-
ations. Since the threshold value is decided only once
in the offline mode, the proposed threshold value deci-
sion method does not incur additional computational
complexity for the decoder. Simulation results show that
the proposed scheme reduced decoding complexity more
than the FC scheme. Moreover, the proposed scheme
resolves the early error floor problem, which is a drawback
of the FC scheme.
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