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Abstract

The leader election problem is one of the fundamental problems in distributed computing. Different from most of the
existing results studying the multi-leader election in static networks or one leader election in dynamic networks, in
this paper, we focus on the multi-leader election in dynamic sensor networks where nodes are deployed randomly. A
centralized simple leader election algorithm (VLE), a distributed leader election algorithm (NMDLE), and a multi-leader
election algorithm (PSMLE) are proposed so as to elect multi-leaders for the purpose of saving energy and prolonging
the network lifetime, respectively. Specifically, the proposed algorithms aim at using less leaders to control the whole
network, which is controlled by at least kopt leaders, here kopt denotes the optimal number of network partitions. Then
we analyze the impacts of the sleep scheme of nodes and node moving on energy consumption and establish a
theoretical model for energy cost. Finally, we provide extensive simulation results valuating the correctness of
theoretical analysis.
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1 Introduction
A sensor network (SN) is a wireless network that consists
of small, low-cost sensors, which can sense the environ-
ment information, then collect and disseminate message.
A wireless sensor network (WSN) is spatially distributed
to monitor and control the given area with a random or
deterministic manner. WSNs have applications in a lot of
fields such as military purpose environmental monitoring
and disaster prevention [1–5]. Thus, a sensor network can
be described as a collection of sensor nodes that can per-
form specific actions. Unlike traditional wired networks,
the sensors communicate with each other and carry out
the common goal cooperatively.
A dynamic network (DN) is a random network that

changes over time. Different from the static networks,
nodes in dynamic networks are distributed randomly and
have mobility to any direction with a given rate. For the
problems in DNs, most of the existing works adopt the
ideas from static networks such as leader election, con-
nected dominating sets construction, and topology con-
trol. A dynamic sensor network (DSN) consists of mobile
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hand-held smart devices. These devices are carried by
humans or attached to mobile objects such as cars. They
can collect the sensing data within a particular range and
report the data to the Internet by WiFi or 2G/3G/4G net-
works. DSNs also have applications in other domains such
as environmental monitoring [6], transportation [7], and
social networking [8]. Thus, a DSN can be described as
a dynamic set of nodes (i.e., sensors), which partially is
connected by dynamic undirected communication links.
Unlike static networks, nodes in DSNs are dynamically
added to the network and are removed from the network.
Leader election is a fundamental problem in dis-

tributed computing for breaking symmetry and studying
other problems, such as broadcasting and data aggre-
gation. Leader election is for each processor eventually
to decide that whether it is a leader or not subject to
only one processor decides that it is the leader [9]. In
this paper, we study the multi-leader election problem
in dynamic sensor networks, the main reason is that if
there exist multiple leaders in the network, it is con-
venient to achieve power management, resource alloca-
tion, message collection, and energy saving. There have
been many results for multi-leader election problem, such
as in [10]; Chung et al. applied “regional consecutive
leader election” to mark the process of leader election.
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In this paper, we first use Voronoi diagram to divide
the network and obtain the number of the regions. Sec-
ondly, we give the solution of redundant nodes for saving
energy. Finally, we design algorithms to solve the multi-
leader election problem. Specifically, we need to consider
two cases where the nodes may leave or join in the
network.
The main contributions of this paper can be summa-

rized as follows. For the target of saving energy and
extending network lifetime, we propose a centralized
leader election algorithm (VLE), a distributed leader elec-
tion algorithm (NMDLE), and a multi-leader election
algorithm (PSMLE). Different from the previous works,
VLE, NMDLE, and PSMLE have the following advantages.

1. Voronoi division, mobility model, and
communication model are proposed respectively;
based on the optimal number of partitions kopt , we
can get the number of leaders.

2. NMDLE and PSMLE can deal with redundant nodes,
resulting in reducing the node redundancy and
energy consumption and improving network
performance.

3. NMDLE and PSMLE can balance the energy
consumption among sensor nodes and prolong the
lifetime of the whole network by the schemes of
sleeping and period sleeping.

4. NMDLE and PSMLE consider the mobility of nodes,
and we present two management schemes of energy
for different mobility scenarios.

5. NMDLE and PSMLE are distributed algorithms, so
that they can be easily implemented in DSNs.

The rest of the paper is organized as follows. Section 2
provides an overview of the related work. In Section 3, we
present the definition of leader election, network model,
mobility model, and the overview of our design. We pro-
vide the detailed execution process of the designed algo-
rithms in Section 4. We analyze the performance of the
three algorithms in Section 5 and present the simulation
results in Section 6. Finally, we summarize our work and
conclude the paper in Section 7.

2 Related work
Distributed computing and wireless communication are
typical applications for randomization, since the random-
ized algorithms are simpler and more time-efficient than
the deterministic algorithms. Leader election is the fun-
damental problem in the area of distributed algorithms
and is studied over decades in various communication and
network models. Recently, the leader election problem is
receiving more and more attention in dynamic networks.
In this section, we present a brief overview of the related
work on the leader election in various wireless networks.

Existing solutions to dynamic leader election problem
consider only deterministic algorithms [10, 11], but the
powerful adversary knows the execution of algorithm in
advance.
In [10], Chung et al. defined the regional consecu-

tive leader election (RCLE) problem. They extended the
traditional leader election problem to mobile ad hoc net-
work and gave an algorithm for solving RCLE in two-
dimensional or three-dimensional spaces. The proposed
algorithm is independent of the total number of nodes in
the network and the startup time. In addition, they pro-
vided an algorithm that solves the RCLE problem with a
message bit complexity of O(n(log n + log r)) per node in
round r, n and is the number of nodes.
An improved result of [10] was shown in [11], in which

the RCLE requires that mobile nodes must elect a leader
in bounded time, and an algorithmwith the time complex-
ity of �(Dn) was proposed, whereD is the diameter of the
network and n is the number of nodes. In [11], Chung et al.
presented amatching algorithm that guarantees algorithm
can terminate in O(Dn) rounds and proved that the algo-
rithm presented in [10] only sends once broadcasting
message per round.
Based on the context of mobile ad hoc networks, in [12],

Malpani et al. presented a leader election algorithm in
every connected component. The proposed algorithm can
make sure that there is only one leader in the final network
topology, based on routing algorithm given by TORA, and
validate the algorithmic correctness. In [13], Ingram et al.
gave a protocol of leader election in asynchronous and
changeable network topology, it can successfully elect a
leader before the topology changes as soon as possible.
Then they further extended the scheme proposed in [12]
to deal with the changing topology. There are several other
leader election algorithms for mobile environment, such
as [14–17].
In [18], Kuhn et al. gave a new definition which is called

as abstract MAC layer, and they proved the correctness of
the new layer by solving the multi-message broadcast and
regional leader election problem.
In [19], Kuhn et al. introduced some models and algo-

rithms in dynamic networks and studied them by a simple
manner. However, these models have same characteristic
assumptions: the nodes keep moving, and the number of
nodes and the mobility frequency can not be limited.
In [20], Augustine et al. considered the model of peer-

to-peer dynamic network, where nodes can leave or enter
the network randomly and the topology can tolerate some
changes of the network. They gave a random distributed
leader election algorithm with multiple logarithmic time,
ensuring almost everywhere to be stable under the high
probability of interference.
In addition, for leader election problem, many existing

papers considered the lower bound of time complex-
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ity and message complexity in the static synchronous
networks.
In [21], Korach et al. presented the lower bound of

message complexity, namely O(n log n). In [22], Afek
and Gafni studied electing a leader in both synchronous
and asynchronous complete networks. The message
complexity of the synchronous algorithm is O(n log n),
and they also proved that any message-optimal syn-
chronous algorithm requires �(log n) time. In [23],
Kutten et al. focused on studying the message and
time complexities of randomized implicit leader elec-
tion in synchronous distributed networks. The lower
bounds of message complexity and time complexity
are �(m) and �(D), respectively, where m denotes
the number of edges and D is the diameter of the
network.
In [21–23], although they gave the deterministic lower

bounds of time and message complexities, these lower
bounds are not suitable for our model. When nodes leave
or enter the network dynamically, the network topology
changes over time.
In [24], Pandurangan et al. presented a random leader

election algorithm in synchronous distributed networks.
It elected one leader in a complete graph, running O(1)
round, and the message complexity is O

(√
n log

3
2 n

)
.

In [25], Dinitz et al. generalized smoothed analysis
to distributed algorithms in dynamic networks. They
applied this technique to solve three problems of standard
dynamic network with the worst-case lower bounds, these
problems are random walks, flooding, and aggregation.
It should be noted that there have been many other

approaches such as connected dominating set-based (e.g.,
[26–28]) and clustering-based (e.g., [29, 30]) methods to
select leads in wireless sensor networks.

3 Model and definition
The characteristics of dynamic networks are that the net-
work topology changes over time due to the mobility of
nodes. Generally, a dynamic network can be denoted by
G = 〈G1,G2, ...,Gt〉, here Gt = (Vt ,Et) is network topol-
ogy at time t, in which Vt and Et denote the sets of nodes
and edges, respectively. All nodes follow the poisson dis-
tribution in two-dimensional space R2, and each node has
unique identifier ID.

3.1 Definition of the problem
Initially, all nodes have the same transmission power
P, and each node can adjust it within the avail-
able range, so that we can ensure that nodes com-
municate with other nodes by the minimum power.
In addition, assume that nodes can only enter or
leave the network once for simplicity, but it moves
to any directions more than once in the network.

The moving rate of nodes is heterogeneous, denoted
by v, and the moving direction is selected randomly
in [0, 2π ], the maximum moving time is denoted
by tmax.
We partition the network based on Voronoi diagrams,

the main reasons are listed as follows.

1. In previous works, they usually apply regular
hexagon to divide the network, since it can make full
use of the circular domain of nodes when we apply
hexagon. Compared with the square mesh, hexagon
will use less nodes to control the whole network.

2. Now we choose the Voronoi, which will use more
less nodes than regular hexagon, and the application
of the Voronoi diagram theory can effectively solve
the closest point search.

Moreover, we extend the traditional Voronoi that only
one node in one area, a leader node and several non-
leader nodes are located in this area at the same time. The
method we use to partition the network is described as
follows.
First, we select k nodes randomly after initializing the

network topology, then we partition the network as k
areas, we call it the Voronoi I.
Second, we execute simple leader election algorithm

that just depends on the ID of nodes in each area.
Finally, when the leader election algorithm terminates,

we need to partition the network again. In this partition,
we make the leaders be the center of the k areas, we call it
the Voronoi II.
In the latter of this paper, the Voronoi area that we men-

tioned is Voronoi II. In addition, we give the following
hypotheses about dynamic networks.

1. All nodes have the same sensing range and the
communication range.

2. In order to improve the effectiveness of leader
election algorithms, we assume that nodes keep
stationary state within some rounds.

3. The communication among nodes is symmetric.
4. The number of nodes which move at the same time

has an upper bound, denoted by Nu
moving .

The parameters are shown in the Table 1.

3.2 Model of node distribution
We divide the network into several regions and form a
Voronoi cell that the leader is located in the center for
each region. We use the property of Poisson Point Process
(PPP), that is the independent thinning, to analyze energy
consumption of nodes.
Denote the set of leaders and the set of non-leaders

as poisson process �r and �b with densities λ1 and λ2,
respectively.
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Table 1 Symbols and description

Symbols Description

n The number of dead nodes

D The diameter of network

P The initial transmission power

λ1 The density of leaders

λ2 The density of non-leaders

k The number of regions that partitioned by Voronoi

Nu The number of neighbors of node u

kopt The number of optimal regions

p The probability that a node successfully is elected as a leader

L The sum of the distance between non-leaders and leaders

N The number of non-leaders in the region

d The average distances between non-leaders and leaders

Lemma 1 �r and �b are independent, and their
densities are λp and λ(1 − p), respectively.

Denote the probability that any node can be elected a
leader successfully be p. Thus it is concluded that λ1 = pλ,
λ2 = (1 − p)λ. The multi-leader election aims to divide
the whole wireless network into several partitions, namely,
one leader controls an area. Thus, the number of network
partition is k = np.
Similar to the method in [31], we calculate the expected

number of the non-leader after partitioning the network,
and the expectation of the distance between non-leaders
and leader.
For any voronoi cell, we define

S =
∑

xi∈Vj(π2)

f (xi). (1)

when f (x) = 1, S denotes the number of non-leaders in
the region, denoted by N .
when f (x) = x, S is the sum of the distance between

non-leaders and leaders, denoted by L.
Considering Theorem 1 in [31], we can obtain the

following conclusions:

E[ S]= λ2

∫

x∈Vj(π2)
f (x)e−λ1πx2dx, (2)

E[N]= λ2

∫

x∈Vj(π2)
e−λ1πx2dx = λ2

λ1
, (3)

E[ L]= λ2

∫

x∈Vj(π2)
xe−λ1πx2dx = λ2

2λ3/21
. (4)

The average distance between non-leaders and leaders
in the region is

d = E[ L]
E[N]

= 1
2
√

λ1
.

when f (x) = x2,

E

⎡
⎣ ∑
xi∈Vj(π2)

x2i

⎤
⎦ = λ2

πλ21
.

3.3 Model and analysis of energy consumption
Generally speaking, a sensor has four modules, those are
communication module, sleep module, detection mod-
ule, and calculation module. The first module accounts
for 90% the energy consumption, thus the key for reduc-
ing the energy consumption focuses on how to deal with
the communication process of nodes properly. Similarly,
we use the wireless node model in [32, 33] to model the
energy consumption of nodes. In this way, we show that
although the cost of energy is the same as other algorithms
in one node, by using the designed algorithm, the total
energy consumption is lower.
The energy consumption that node transmits data l,

with distance d is calculated by

eTx(l, d) =
{
le0 + lεfsd2 (d < d0)
le0 + lεmpd4 d ≥ d0).

(5)

In Eq. (5), constant e0 is the standard energy consump-
tion that a node transmits or receives 1 bit data. εfs is
the specific power consumption of power amplifier in free
space model, εmp is specific power consumption of power
amplifier inmulti-path attenuationmodel, and d0 =

√
εfs
εmp

is the threshold of transmission distance, which is used
to determine the attenuation model. This is, if the trans-
mission distance d < d0, we adopt the free space model;
otherwise, the multi-path attenuation model is adopted.
The needed energy that a node receives data l is

eRx(l) = le0. (6)

When all the non-leaders send data l to a leader, the total
energy consumption is

Eno−le = E

⎡
⎣ ∑
xi∈Vj(π2)

(eTx(l, xi) + eRx(l))

⎤
⎦

= E

⎡
⎣ ∑
xi∈Vj(π2)

((
le0 + lεfsx2i

) + le0
)
⎤
⎦

= E

⎡
⎣ ∑
xi∈Vj(π2)

(
2le0 + lεfsx2i

)
⎤
⎦

= E

⎡
⎣ ∑
xi∈Vj(π2)

2le0

⎤
⎦ + E

⎡
⎣ ∑
xi∈Vj(π2)

lεfsx2i )

⎤
⎦

(7)



Yu et al. EURASIP Journal onWireless Communications and Networking  (2017) 2017:187 Page 5 of 14

= 2le0
λ2
λ1

+ lεfs
λ2

πλ21

= lλ2
λ1

(
2e0 + εfs

πλ1

)
.

We need to elect a new leader once at least an old leader
leaves the current area, and the residual energy of nodes
can be determined by the following equations.
Let the initial energy of a node be E.
The energy consumption that a leader receives all mes-

sages transmitted in one round is

Eleader =
∑

xi∈Vj(π2)

le0 = le0E [N]= le0
λ2
λ1

. (8)

The energy that a non-leader sends message to a leader
in one round is

Enon−leader =
{
le0 + lεfsx2i (d < d0).
le0 + lεmpd4 (d ≥ d0).

(9)

The energy cost in the whole network is

Ew = k(Etotal + Enon−leader). (10)

Thus, the rest energy of a leader after a communication
round is

Ere−le = E − Eleader . (11)

Similarly, the remain energy of a non-leader is

Ere−no = E − Enon−leader . (12)

After running n rounds, the rest energy of a leader is

Eremain−le = E = nEleader = E − le0
nλ2
λ1

, (13)

and the rest energy of a non-leader is

Eremain−no = E−nEnon−leader = E−nle0−nlεfsx2i . (14)

3.4 Model of nodemobility
The mobility model of node is usually used to describe
the mobile patterns, such as direction, rate, and acceler-
ation changing with time. It plays an important role in
determining the algorithmic performance and is a rea-
sonable and ideal model to simulate the real world. Over
the past years, many mobility models are designed to
recreate the real-world scenarios. There are many kinds
of random-based mobility models; in this paper, we con-
sider random walk mobility model and random waypoint
mobility model.
Random walk mobility model
The simplest mobility model is the random walk mobil-

ity model [34], and is also called Brownian motion; this
model was first described in mathematical way in 1926
by Einstein. In this model, the moving node can move
to a new position that the direction and rate v are ran-
domly selected within the scope of [0, 2π ] and [vmin, vmax],
respectively.

Random walk model is a memoryless mobility process,
because the future decision is independent of the previous
statuses. In other words, the current rate is independent of
previous rates, and the future rate is also independent of
the current one. We simplify it by assuming that all nodes
have the same moving rate in the simulation.
Random waypoint mobility model
Another random mobility model is the random way-

point mobility model [35]. This model was first proposed
by Johnson and Maltz. It can be considered as the exten-
sion of random walk mobility model, and contains the
pause times to change moving direction and rate. A mov-
ing node can keep stationary in one point for a period of
time, we call this period as a pause time. Once the time
is over, the moving node needs to select randomly a des-
tination in the given area, and a rate v which is limited in
[vmin, vmax].
In the random waypoint model, the rate and the length

of pause time are the two key parameters that determine
the mobility behavior of nodes and network performance.
It can be simplified to random waypoint mobility model
without considering pause time.

4 Algorithm description
Due to the limited battery life of sensor nodes, it is nec-
essary to design an energy efficient algorithm that can
simultaneously reduce computation and communication
overheads. To defeat this challenge, we propose algo-
rithms VLE, NMDLE, and PSMLE that can satisfy these
conditions simultaneously for the dynamic sensor net-
works with many sensor nodes. These algorithms deal
well with the leader election problem, and every Voronoi
area will have only a leader after algorithm termination. A
leader can manage all the non-leader nodes in the current
area and communicates with other leaders in different
areas by one-hop or multi-hop way.
There are two cases that the leader cannot work, one is

that a leader moves out of the current Voronoi cell, it will
lose the role of a leader and become a non-leader; another
is that the remaining energy of a leader could not satisfy
the minimum energy constraint. When the leader is not
available, then the area needs to elect a new leader timely.
For trading off energy among nodes and achieving moni-
toring task, we calculate the residual energy of each node
and sort all non-leaders by the descending order of ID
after the moving procedure ending. Once the leader elec-
tion begins, we can choose the nodewhose residual energy
is the largest as the new leader, to break symmetry, when
at least two nodes have the same remaining energy, we
choose the one who has bigger ID as the new leader. Thus,
we can save energy and prolong the lifetime of networks.
To further improve network performance, based on the

sleeping module of sensor nodes to consider redundant
nodes, we introduce the mechanism sleeping and waking
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up of nodes. When the density of nodes is greater than the
upper bound of threshold, algorithm makes a part of non-
leaders sleeping to save the energy; when the density of
nodes is less than the lower bound of threshold, the algo-
rithm will wake up some sleeping nodes to make sure that
the whole area has a proper topology structure.
Symbols and parameters used in the algorithms are

listed in Table 2.

4.1 Leader election algorithm
In this section, we first propose a simple leader elec-
tion algorithm based on Voronoi division. The step of the
algorithm is given as follows.

1. Network division
In this step, we select k nodes randomly and divide
the network into k Voronoi areas.

2. Information exchange
Nodes have unique ID and have the same initial
power P. For each area, each node broadcasts the
information of its ID and distance to all one-hop
neighbors. In this way, each node will keep the list of
ID and distance information for its one-hop
neighbors. Next, each node compares its own ID
with those of its neighbors.

3. ID sort
Each node sorts the ID including its own and all
neighbors by the descending order.

4. Leader election
If the ID of node u is the largest in its neighbors,
and the remaining energy is larger than 10%E, then it
will change its state to leader and control all its
neighbors. If the remaining energy of the node equals
to zero, the node dies, we use the Ndeath to denote
the number of dead nodes. If the node is not available

Table 2 Symbols and description

Symbols Description

Ndeath The number of dead nodes

E The initial energy of nodes

Ere−le The remaining energy of a leader

Ere−no The remaining energy of a non-leader

itMovingID The set of the it ID of moving nodes

t The moving time of a moving node

tmax The maximum time allowing to move

v The moving rate of a moving node

NLi The non-leader node i

SRi The sensing radius of node i

Ti The set of non-leaders with the ascending order of it ID

|Ti| The size of Ti

δ The minimum energy cost when sends one message

under two cases, that is, the ID of the node is smaller
than the ID received from its neighbors, the node
will change state to nonleader, and it will be
controlled by the node who has the largest ID.

The pseudo code of Algorithm 1 is shown as follows.

Algorithm 1 Algorithm 1: Voronoi based Multi-leader
Election Algorithm (VLE)
Initialization
Traveling all nodes in the network, and partitioning the
network by Voronoi diagram
The states of nodes: leader, nonleader
Using Ndeath to denote that the number of dead nodes
Phase I: Exchanging Message
1. for each node u in the network do
2. Node u broadcasts ID and distance messages to one-
hop neighbors
3. Node u receives message from its neighbors
4. Node u compares its ID with those of its neighbors
5. end for
6. Each node sorts all neighbors by the descending order
of ID
Phase II: Area Leader Election
7. if ID of node u is the largest in its neighbors and
Ere−le ≥ 10%E then
8. u changes to leader state
9. u broadcasts this message to its neighbors
10. else if Ere−no = 0 then
11. the node dies and Ndeath = Ndeath + 1
12. else
13. Change the state of u to nonleader
14. end if
15. end if

4.2 Distributedmulti-leader election algorithms
Algorithm 2 is a distributed leader election algorithm.
Different from Algorithm 1, this algorithm considers the
moving of nodes. Algorithm 2 contains two processes
and one mechanism, the two processes are about moving
and new leader election, the mechanism is about nodes
sleeping. In the process of moving, the node selects the
direction of moving randomly, the node exchanges mes-
sages with its neighbors after moving. In the process of
new leader election, if the moving node is a leader, the
node who has the largest ID and the remaining energy is
larger than 10%E will change the state to leader, or we
can find a leader that meets the conditions according to
the descending order of ID and energy constraint. Once
the topology changes, we must check the network imme-
diately due to ensure the stability of the network. If the
moving node is a non-leader node, it needs to update the
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information of ID and distances with its neighbors, then
algorithm restarts to execute the new leader election in
the new area. When the process of leader election is over,
the new leader will broadcast the message that it is the
new leader to its neighbors. For the node sleeping mech-
anism, we proof that if one node and its neighbors cover
the common area more than 68%, the leader will send
sleeping message to other non-leader nodes. The sleeping
nodes do not participate in the leader election. In order
to maintain the connectivity of the network and trade off
energy among nodes, the sleeping nodes are waken up
after running 10 rounds.
We give the Algorithm 2 (NMDLE), the pseudo code are

shown as follows.
In Algorithm 2, because of more energy is consumed

when nodes transmit and receive messages, leaders or
non-leader nodes are easy to die, then the area will not be
monitored. In order to reduce the energy consumption of
nodes and further prolong the lifetime of the network. We
propose a novel but simple scheme of saving energy, that
is, the multi-leader election algorithm based on periodic
sleeping mechanism.
Algorithm 3 is applicable to deal with the case where

only non-sleeping nodes are allowed to move and all
nodes achieve moving process. In each Voronoi cell, we
have two operations, first every non-leader node senses
the other nodes within its half of sensing radius, sorts
them by the ascending order of ID and stores them by
set �; secondly, the first non-leader hold the token, and
the other nodes in � come into sleeping. Then we divide
the problem into three cases. The detail steps are given in
Algorithm 3.
The advantages of Algorithm 3 are listed as follows.
1. Different from Algorithm 1, we introduce the

mechanism of saving energy.
2. Different from Algorithm 2, Algorithm 3 is more

accurate and efficient.
Because the rate of coverage is higher than that in
Algorithm 2, then when one node is in sleeping state,
another node can replace it and monitor the area.

3. This mechanism is a novel method to save energy.
4. This mechanism achieves the goal that makes the

balance of energy consumption among nodes for the
first time, namely after running the algorithm several
rounds, the residual energy of every node is similar,
which is more beneficial to maintain network
topology and extend network lifetime.

The pseudo code are given as following Algorithm 3.

5 Algorithm analysis
Lemma 2 Chung et al. [11] For the problem of leader

election, algorithms need �(Dn) rounds, that D is the
diameter of networks, n is the number of nodes in the
network.

Algorithm 2 Algorithm 2: Node Moving based
Distributed Multi-leader Election Algorithm (NMDLE)
Initialization
The moving rate of node is v, the moving direction is
selected randomly from [0, 2π ], the maximum time that
allowing to move for any node is tmax
Operation of moving nodes
Using the function randint() to select the moving nodes
randomly, that is,
MovingID={ID | corresponding to moving nodes}
Process of moving
Each moving node chooses a random moving direction,
and moving towards, this direction vt meters with rate v
and time t
After moving, each node exchanges messages with its new
neighbors
Process of new leader election
1. if the previous state of moving node u is leader then
2. The Voronoi area that it managed waits for electing
new leader after achieving moving
3. Each node updates the information of ID and distance
with neighbors
4. Each node sorts all neighbors by the descending order
of ID
5. if there is no ID in neighbor set is larger than that of u
and Ere−le ≥ 10%E holds for u then
6. u does not change the state
7. else
8. Wait to receive message for leader
9. end if
10. else
11. if the node has the largest ID in neighbor set and
Ere−le ≥ 10%E then
11. The state of node changes to leader
12. else
13. Wait for the message from leader
14. end if
15. The leader broadcasts message that it is the leader to
its neighbors
16. end if
Nodes sleeping mechanism
17. if at least one of neighbors of leader u covers 68% area
with it then
18. The leader send sleeping message to those nodes and
they are in sleeping state
19. The sleeping nodes do not participate in the process
of current leader election
20. After running 10 rounds, the sleeping nodes are
waken up
21. end if
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Algorithm 3 Algorithm 3: Periodic sleeping mechanism
based Multi-leader election Algorithm (PSMLE)
For every Voronoi cell, we have the operation as follows:
1. Each non-leader node NLi senses the other non-leader
nodes within half of sensing radius, i.e., 0.5 · SRi, and
then sorts all these nodes with the ascending order of ID,
denoted by Ti = {NLi,NLj, ...,NLk}, here i < j < ... < k.
2. Toss the token to node NLi , and other nodes in
Ti\{NLi} fall into sleeping state, whose the sleeping period
is the size of Ti, namely |Ti|.
Case 1: Before the sleeping period of nodes in Ti\{NLi}
ending, node NLi participates in the moving process.
3. if Ti does not change and the residual energy of NLi is
larger than the energy threshold δ then
4. NLi continues to work
5. else
6. NLi handovers the token to the node NLj which has
the biggest ID in Ti\{NLi}
7. end if
8. if the set Ti changes then
9. Wait to the sleeping nodes until they wakes up, then
running the step 1
10. end if
Case 2: When the sleeping period of nodes in Ti\{NLi} is
over, nodeNLi does not participate in the moving process.
11. Update Ti ( due to node moving can change Ti after
the sleeping period)
12. if the residual energy of NLi is larger than the energy
threshold δ then
13. NLi continues to work
14. else
15. NLi handovers the token to the node NLj which has
the largest ID in Ti\{NLi}
16. end if
Case 3: When the sleeping period of nodes in Ti\{NLi} is
over, node NLi participates in the moving process.
17.Update Ti (other nodes change Ti due to node moving
after the sleeping period ending)
18. if the ID of NLi is still the largest and the residual
energy of NLi is larger than the energy threshold δ then
19. NLi continues to work
20. else
21. NLi handovers the token to the node NLj which has
the largest ID in Ti\{NLi}
22. end if

Theorem 1 The message complexity of Algorithm 1 is
O(Nu), here Nu is the set of neighbors of u.

Proof For any node u, during the processing of this algo-
rithm, when nodes broadcast their own ID, they send a
message to their one-hop neighbors, and each node will
receive feedbacks from their neighbors, the number of

nodes has an upper bound in each region, then the num-
ber of messages that they all need to send also is bounded,
thus the message complexity of Algorithm 1 isO(Nu).

Theorem 2 The time complexity of Algorithm 1 is
O((1 + logNmax)Nmax) rounds.
Proof First, the time complexity of broadcasting its own

ID and distance messages in Phase I is O(1). Define
Nmax as the maximum number of neighbors for any
node, the time complexity of comparing the messages
with their neighbors and sorting the ID in Phase I is
O(Nmax logNmax). Secondly, in Phase II, the time com-
plexity is at most Nmax − 1 in the worst case, this is the
first Nmax − 1 nodes which do not satisfy the condition
Ere−le ≥ 10%E. Therefore, the total time complexity of the
Algorithm 1 is O((1 + logNmax)Nmax).

Theorem 3 The lower and upper bounds
of the time complexity of Algorithm 2 are
O(Nmax+Nu

moving logNu
moving) and O((1+ logNmax)Nmax)

respectively, Nu
moving denotes the maximum number of

moving nodes.
Proof Algorithm 2 runs respectively in each Voronoi

partition. According to one of the partitions, we can
obtain the time complexity. Similarly, if the previous
state of moving nodes is nonleader, the time com-
plexity of electing new leader after moving is O((1 +
logNmax)Nmax). On the contrary, if previous state of mov-
ing nodes is leader, it only needs to compare its ID
with other neighbors, the time complexity is at most
O

(
Nmax + Nu

moving logNu
moving

)
.

Theorem 4 For each node, if its neighbors have one node
which covers 68% area with it, then the leader sends the
sleeping message to its neighbors.
Proof Algorithm 2 uses the sleeping mechanism to con-

strain the number of sleeping nodes for saving energy.
We can get this condition when communication circles of
two nodes intersect from each other, we can calculate the
area of coverage. We assume that the distance between
the center of two circles is c, the radius of the two circles
is r, the angle of the sector is 2α as shown in Fig. 1. The
intersection section of the two circles and the method of
calculating the area or coverage are given as follows.

Sintersect = 2 × (Ssector − Striangle)

= 2 ×

⎡
⎢⎢⎣

π × 2 arcsin

√
r2− c2

4
r × r2

2π
− 1

2
× 2

√
r2 − c2

4
× c

2

⎤
⎥⎥⎦

= 2 arcsin

√
r2 − c2

4
r

× r2 − c ×
√
r2 − c2

4
(15)
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Fig. 1 The intersection section of the two circles

According to the above method, we can calculate the
area of coverage.

5.1 The first case, the center distance is radius, that is,
c = r.

For the scenario where the radius of the two circles is
the same, in this case, we can calculate the coverage area
simply (Fig. 1). The area of circle is πr2. The area of
coverage is

2πr2

3
−

√
3r2

2
.

Then we calculate the percentage of that the area of the
coverage accounts for that of the circle, that is, 39%.

5.2 The second case, the center distance is 0.5 radius, that
is c = 0.5r.

In this case, the area of circle is also πr2. We let the c in
formula (15) be 0.5r, then we get the area of coverage is

2 arcsin
√
15
4

× r2 −
√
15r2

8
.

Then we calculate the percentage of that the area of the
coverage accounts for that of the circle, that is, 68%.

5.3 The third case, the center distance is 0.2 radius, that
is, c = 0.2r.

In this case, the area of circle is also πr2. We let the c in
formula (15) be 0.2r, then we get the area of coverage is

2 arcsin
3
√
11
4

× r2 − 3
√
11r2

50
.

Then we calculate the percentage of that the area of the
coverage accounts for that of the circle, that is, 87%.

Then we adopt the second result of the area of coverage
to limit the sleeping nodes in Algorithm 2, that is, 68%.

Theorem 5 The time complexity of Algorithm 3 is

O(Nradius logNradius + D),

where Nradius denotes the maximum number of nodes in
communication radius.

Proof In the Algorithm 3, when the non-leader node
senses the other non-leader nodes, and sorts these nodes,
the complexity of time is O(Nradius logNradius). When the
node which holds the token dies or the residual energy
of it is lower than energy threshold δ, it will handover
the token to the next node, which has the largest ID, the
time complexity is O(D), here D is the diameter of the
network. Thus, the time complexity of Algorithm 3 is
O(Nradius logNradius + D).

6 Evaluation
In this section, we evaluate the performance of our pro-
posed multi-leader selection algorithms via simulation.
We initialize a network where nodes are deployed in
a 300 m× 300 m region. Additionally, we consider the
following parameters.

1. The initial battery energy, moving rate and moving
time of each node are uniform. The energy
consumptions of sending and receiving a data also
are same and equal to 0.00000005.

2. The communication and sensing ranges are between
87.7058 m and 43.879 m, respectively.

3. We divide the lifetime of the network into rounds.
Every 10 rounds, at most 10 nodes participate in
moving process. And the energy consumption of
once moving equals to 0.000001.

Other parameters are listed in the following Table 3.
First, we consider the performance of Algorithm 1,

as shown in Fig. 2. To valuate the impact of executing
rounds of Algorithm 1 on energy consumption, we con-
sider networks where the number of nodes is 100, the
maximum moving time is 20 s. The red solid line shows
the result that no nodes participate in moving. In this
case, multi-leader only receives data from their neigh-
bors, energy consumption considered includes two parts:
energy of sending data and energy of receiving data. How-
ever, once nodes move to any direction with maximum
distance 300 m and rate 5 m/s, resulting in more energy
consumption. In Fig. 2, we can see that remaining energy
of nodes decreases with the executing rounds increasing
and the number of moving nodes is harmful to remain-
ing energy. This is because that, on the one hand, more
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Table 3 Parameters and values

Parameters Values

The initial energy of nodes E0 0.5

The number of sending data l 4000

The cost energy of nodes sending data ETX 50*0.000000001

The energy of multi-path attenuation 5*0.000000001
model EDA

The energy cost of communication e0 ETX+EDA

The frequency of nodes moving 10 rounds

The maximum number of moving nodes 0 15

Specific power consumption of 10* 0.000000000001
power amplifier εfs

Specific power consumption of 0.0013* 0.000000000001
power amplifier εmp

The energy cost of nodes receiving data ERX 50*0.000000001

The threshold of transmission distance d0 87.7058m

The moving rate 5m/s

The maximummoving time 80 s

the number of moving nodes is, more energy consump-
tion is. But when the executing rounds are less than 40,
the difference between energy consumptions of 5 mov-
ing nodes and 7 moving nodes is small. This is because
that although 7 moving nodes can result in more 0.000002
energy consumption, 5 moving nodes have more number
of neighbors and cost more energy.
Next, we consider the impact of moving time on energy

consumption. For each curve in Fig. 3, we can see that
for the same number of moving nodes, energy consump-
tion presents the rising trend on the whole apart form the
red solid line. This is because that the larger moving time
is, the larger moving distance is, nodes have more num-
ber of neighbors, resulting in more energy consumption.
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Fig. 2 The relation between remaining energy and the number of
rounds
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Fig. 3 The relation between energy consumption and the number of
moving nodes

This suggests that it is desirable to have a significantly less
number of neighbor nodes and a lower energy consump-
tion if we select a small moving time. For the red solid
line, when the number of moving nodes is less than 8, the
energy consumption of 60 s moving time is larger than
that of 80 s. This shows that the number of neighbors may
diminish when themoving distance is larger than the opti-
mum, thus the latter costs less energy consumption. This
gives an insight into we can select properly the moving
time and the less moving time may result in more energy
consumption.
To understand the relationship between the number of

moving nodes and execution rounds of Algorithm 1, we
show in Fig. 4 how the execution rounds vary with differ-
ent number of moving nodes where moving time is 80 s
and other parameters are set as before. It is can be seen
that the execution rounds decrease with the number of
moving nodes increasing and drop dramatically for larger
number of moving nodes. But the difference between exe-
cution rounds of 5 moving nodes and 7 moving nodes is
very small, this phenomenon is similar to Fig. 3.
In order to understand the impact of moving time and

the number of moving nodes on energy consumption,
their relationship is shown in Fig. 5. Figure 5 shows that,
on the one hand, when the number of moving nodes is
less than 4, energy consumption is small for any mov-
ing time, and when the moving time is less than 40 s,
energy consumption has similar result. Energy consump-
tion increases significantly, when themoving time is about
60 s and the number of moving nodes is about 6, but it
drops when the number of moving nodes decreases or
increases. Similarly, when the moving time is larger than
80 s, energy consumption shows an descending trend, as
shown in the middle position of Fig. 5. This shows that
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nodes which have 60 s moving time can move to the area
which has a larger node density than that of other differ-
ent moving times. When the moving time is 80 s and the
number of moving nodes is 10, energy consumption has
the maximum, since the larger number of moving nodes
can result in more energy consumption.
Considering the impact of the number of nodes on exe-

cution rounds again for another node size in Fig. 6. The
simulation is done with the number of nodes being 200,
moving time being 80 s, other parameters are set before.
Compared with Fig. 4, when the number of moving nodes
is 7, execution rounds of Algorithm 1 decreases 31.1%, and
execution rounds for 10 moving nodes is less than that of
7 moving nodes. This shows that the node density is not
direct proportion to the execution rounds of Algorithm 1.
That is, increasing node density can improve the number
of execution rounds for less moving nodes, an inverted
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result exists for larger number of moving nodes. The main
reason is that the nodes have more neighbors for larger
node density and then cost more energy, resulting in less
execution rounds.
Considering the impact of the number of nodes and

the number of moving nodes on energy consumption,
the simulation is done with the moving time being 80 s,
execution rounds being 30. In Fig. 7, it is noticed that
when the number of moving nodes is less than 9, energy
consumption increases with the number of nodes increas-
ing for the same number of moving nodes, since nodes
have more neighbor nodes for larger node density. Each
non-leader node needs to transmit data to its leader and
leaders also receive more data, thus energy consumption
boosts. When the number of moving nodes is larger than
9 and the number of nodes is larger than 150, energy
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consumption decreases with node density increasing, this
is because that although the number of moving nodes
is larger, those nodes move to the area which has less
nodes and thus each node has less neighbors. Under
the same number of moving nodes, with the number of
nodes increasing (from 100 to 250), the average roses
on energy consumption are 115.2, 109.4, 62.3, 85.5, and
62.5%, respectively.
Compared with Fig. 5, energy consumption presents a

rising trend with different number of nodes, but energy
consumption has the maximum when the moving time
is 60 s.
To understand the performance of Algorithm 2, we con-

sider the impact of the number of moving nodes and the
number of nodes on energy consumption, as shown in
Fig. 8. It can be seen that energy consumption increases
with the number of nodes increasing. Under different
node densities, the average roses on energy consumption
are 82.8, 56.7, 26.2, and 49.3% when the number of mov-
ing nodes is 1, 3, 5, 7, and 10, respectively. Compared
with Fig. 7, the main difference includes two parts. One is
that energy consumption obtained by Algorithm 2 is less
than that of Algorithm 1, which shows the saving energy
mechanism is effective, when the number of nodes is set
to 200, the average roses on energy consumption descend
19.7, 27.5, 22.3, 23.8, and 23.4%. Another is that although
energy consumption decreases, with the number of nodes
increasing (from 100 to 250), the average roses on energy
consumption for the same number of moving nodes are
152.6, 156.5, 110.4, 115.1, and 80.2%, respectively.
In the following, we valuate the performance of

Algorithm 3, as shown in Fig. 9. Similar to Figs. 7 and 8,
energy consumption increases with the number of nodes
increasing. Compared with Figs. 7 and 8, the whole plane
is smooth, which shows that under the same number of
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nodes, the number of moving nodes has less effect on
energy consumption. And each node has similar energy
consumption, thus some leaders and non-leaders can not
die because of costing more energy by receiving data or
sending data. Moreover, it is noticed that all energy con-
sumption is less than those obtained by Algorithm 1, when
the number of node is 100, the average roses on energy
consumption for different number of moving nodes are
30.4, 43.8, 45.8, 56.2, and 61.6%, respectively. And com-
pared with energy consumption obtained by Algorithm
2, the average roses on energy consumption are 20, 28.1,
39.6, 49.7, and 57.4%, respectively. In Algorithm 3, for
the same number of moving nodes, with the number of
nodes increasing, the average roses on energy consump-
tion rise 6.8, 11.6, 7.1, 6.8, and 1.8%, the range is less than
those of Algorithms 1 and 2. Therefore, the saving energy
scheme in Algorithm 3 not only saves more energy, but
ensures that each node has similar energy consumption,
improving network performance.
In Fig. 10, the simulation is done with the number of

moving nodes being 1, moving time being 80 s, execution
rounds being 100, we consider the performance of the pro-
posed algorithms. We can see that Algorithm 3 is more
better to save energy than Algorithms 1 and 2. Further-
more, Fig. 10 also reveals the results in Figs. 7, 8, and 9 and
the advantages of Algorithm 3.

7 Conclusions
In this paper, we propose a new approach to partition the
network based on Voronoi, and then run the leader elec-
tion algorithm in each cell. We consider the fault-tolerant
problem, that is, the algorithms of VLE + NMDLE +
PSMLE. The innovation points are that we use Voronoi
diagram to partition the network, consider the node
energy consumption model, and calculate the optimal
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number of partition. Thus, in any network we are able to
compute the optimal number of partitions, which will not
result in wasting resources and can save energy consump-
tion of the node. On the process of fault tolerance, we
choose the current active nodes whose ID is largest locally
and the remaining energy satisfies minimum energy con-
straint. Finally, we reduce the energy consumption of the
communication module and prolong the network lifetime
based on sleeping scheme of nodes. In future work, we
will focus on more effective sleeping scheme to reduce
energy cost.
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