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Abstract

The Industrial Internet of Things (IIoTs) is creating a new world which incorporates machine learning, sensor data,
and machine-to-machine (M2M) communications. In IIoTs, the length of the transmission delay is one of the pivotal
performance because dilatory communication will cause heavy losses to industrial applications. In this paper, a
learning-based synchronous (LS) approach from forwarding nodes is proposed to reduce the delay for IIoTs.
In an asynchronous Media Access Control protocol, when senders need to send data, they always require to
wait for their corresponding receiver to wake up. Thus, the delay here is greater than in the synchronous network.
However, the synchronization cost of the whole network is enormous, and it is difficult to maintain. Therefore, LS
mechanism uses a partial synchronization approach to reduce synchronization costs while effectively reducing delay. In
LS approach, instead of synchronizing the nodes in the entire network, only sender nodes and part of the nodes
in their forwarding node set are synchronized by self-learning methods, and accurate synchronization is not required
here. Thus, the delay can be effectively reduced under the low cost. Secondly, the nodes near sink maintain
the original duty cycle, while the nodes in the regions away from the sink use their remaining energy and
perform synchronization operations, so as not to damage the network lifetime. Finally, because the synchronization in
this paper is based on different synchronization periods among different nodes, it can improve the network
performance by reducing the conflict between simultaneous data transmission. The theoretical analysis results
show that compared with the previous approach FFSC, LS approach can reduce the end-to-end delay by 5.
13–11.64% and increase the energy efficiency by 14.29–17.53% under the same lifetime with a more balanced
energy utilization.

Keywords: Industrial Internet of Things, Learning-based synchronous (LS) approach, Communication delay, Duty cycle,
Network lifetime

1 Introduction
The Internet of Things (IoT) has been regarded as the
third wave of information technology [1–12]. Based on
IoT technologies, the Industrial Internet of Things
(IIoTs) [13] corporates machine learning and big data
technology, sensor data, and machine-to-machine
(M2M) communications that have existed in industrial
areas for years [14–16]. In IIoTs, huge amounts of wire-
less sensor nodes [17–24] can be deployed more con-
veniently than the previous wired network to monitor

the whole process of industrial production from many
angles, in real time or semi-real time. In such way, IIoTs
is creating a new world for industrial manufacturing,
where the workers or managers can manage their indus-
trial manufacturing in more informed ways and can
make more opportune and better informed decisions.
Many advanced IIoTs have been successfully applied in
industrial manufacturing. Wireless sensor-based net-
works [24–27] are one of the important components for
IIoTs, in which each node sensing manufactures infor-
mation from surrounding environment and each node in
the network helps in routing to data center (DC) or sink
by forwarding data of other nodes [27–30]. One of the
most important and challenging issue is delay [4, 6, 24,
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29, 31]; especially, data end-to-end delay is very import-
ant for industrial manufacturing [32], because there are
often some emergency situations that require workers to
take corresponding emergency measures to handle.
Therefore, it is important to quickly send the perceived
information to the sink. So it is very important to study
how to reduce the delay effectively for IIoTs, edge net-
work, and society network as well as cloud computing
[33–35], and there are also some related research work
[4, 6, 24, 29, 32, 36–38].
In wireless sensor-based network, the data of nodes is

usually routed to the sink via multi-hop relay. When a
sender has data to send, they generally chose nodes
which are within its own sending range and closer to its
own distance from sink as forwarding nodes (FNs) [4].
FNs represent the sets of the candidate forwarding nodes
of the senders. In asynchronous-based wireless sensor-
based network, each node adopts a periodic awake\sleep
mode to save energy, because the consumption of a
node in the awake state is 100 to 1000 times as much as
in the sleep state [4]. This method is called duty cycling.
In order to save energy consumption, nodes should be
left in the sleep state as much as possible. But when
nodes in the sleep state, they cannot receive or send
data, which will increase the delay of data transmission.
When senders have data that needs to be sent to sink,
their forwarding nodes may be in the sleep state. There-
fore, senders need to wait for their FNs to awake before
they can transmit data. In general, due to their inherent
characteristics of constrained resource for sensor nodes,
the duty cycle of each node is relatively small and its
sleeping time is longer than waking time in order to save
energy. This means that the time that nodes in the sleep
state is longer than in the awake state, while the time
that nodes in the awake state is generally longer than
the time it takes to transmit a packet effectively, so that
a packet can complete the transmission in a cycle. Obvi-
ously, when the sender has only one forwarding node,
before it transmits data, the expected length of time re-
quired to wait for the receiver to wake up (called sleep
delay) is half of the length of its sleeping time. Thus, in
the network with a duty cycle of 0.2, the required time
that the sender waits for the receiver to wake up is twice
as much as that it takes to transmit data packets. There-
fore, sleep delay is an important component of end-to-
end delay and plays an important role in it. In the data
transmission, the time required to send data packets is
needed in any network and cannot be reduced; thus, to
reduce the end-to-end delay of packets, the most critical
thing is to reduce the sleep delay per hop transmission.
The most direct way to reduce the sleep delay is to in-
crease the duty cycle of nodes. If the duty cycle of the
node is increased to 1, then the sleep delay is reduced to
0. At present, there are some research to reduce the

delay by adjusting the duty cycle of nodes [4, 32]. But in
general, this method of increasing duty cycle of nodes is
difficult to be applied in practice because it greatly in-
creases the energy consumption of nodes. Another way
to reduce sleep delay is by synchronizing the network
with nodes waking up and sleeping at the same time, so
that nodes can communicate with each other when they
are awake [4, 32]. Although there is no sleep delay, the
disadvantage of this approach is that each node in the
network needs to be synchronized, while maintaining
synchronization in large-scale networks requires a great
deal of communication overhead. Moreover, as time goes
on, the clock between nodes will produce an offset, so it
is necessary to constantly maintain synchronization, and
its cost is also very large. It can be seen that in the
current research, to reduce the delay of the network will
generally reduce the network life. In view of the deficien-
cies in previous research, a learning-based synchronous
(LS) approach from forwarding nodes is proposed to re-
duce the delay for IIoTs while not reducing the network
lifetime. The main contributions of this paper are as
follows:

(1).A LS approach from forwarding nodes is proposed
to reduce the delay for IIoTs. In LS approach, for
each sender, a part of nodes called candidate relays
are selected from forwarding nodes which are
closer to the sink than the unselected forwarding
nodes. The sender synchronizes its duty cycle with
its candidate relays by self-learning. Therefore,
when the sender is awake, its candidate relays are
also awake, thus greatly reducing the sleep delay. In
addition, the data forwarding of senders are all car-
ried out through their corresponding candidate re-
lays, so the distance of each hop on the path from
the sender to the sink is longer than the previous
strategies that select awake nodes from all forward-
ing nodes. Therefore, the number of hops can be re-
duced, and the end-to-end delay can also be
reduced. Moreover, in LS approach, it does not re-
quire that all nodes in the network remain synchro-
nized, and only the synchronization between
senders and their candidate relays is required. There
is no strict requirement for synchronization here, so
it is easy to implement.

(2). In LS approach, the network lifetime is longer. In
sensor-based network, the energy consumption of
the nodes near the sink is high, while the energy
consumption of the nodes far away from the sink is
low and there have residual energy. Therefore, in
the LS approach, in the range of one hop near the
sink, the operations of the nodes are exactly the
same as the previous strategy, but nodes whose dis-
tance to the sink are longer than the length of one
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hop start self-learning to synchronize with their
candidate relays, so they can just use their residual
energy to keep the synchronization with their can-
didate relays. Thus, this approach can effectively
utilize the network energy, while not reducing the
network lifetime.

(3).The effectiveness of LS approach is evaluated
through extensive theoretical analyses, and we
demonstrate that compared with the previous
approach, LS approach has two critical advantages:
(a) it significantly reduces the end-to-end delay of
data transmission, and specifically, under the same
lifetime, compared to previous methods, LS
approach can reduce end-to-end delay by about
5.13 to 11.64% and (b) it takes full advantage of the
residual energy to maintain the synchronization,
and the network energy utilization ratio can be
enhanced by as much as 15.91% averagely.

The rest of this paper is organized as follows. In Sec-
tion 2, the related works are reviewed. The system
model and problem statements are described in Section
3. Section 4 elaborates on the design of learning-based
synchronous (LS) approach from forwarding nodes for
IIoTs. The performance analysis of LS approach is pro-
vided in Section 5. Section 6 provides the simulation re-
sult. Finally, we conclude in Section 7.

2 Related work
A large number of sensor nodes are usually deployed in
industrial manufacturing, forming the so-called Indus-
trial Internet of Things (IIoTs). In such kind of applica-
tion scenarios, sensory data are valid only when they
reach the sink within the specified time threshold. In
particular, alarm information obtained by sensor nodes
need to be delivered as soon as possible; otherwise, it
will cause great damage and disaster to industrial manu-
facturing [4, 6, 24, 29, 32, 36, 38–41]. Therefore, there
are lots of research trying to reduce delay [2]. This paper
divides the work into the following categories:

(1). Routing-based method for reducing delay. Because
of the limited communication capacity and
communication range of sensor nodes, this method
generally uses multi-hop routing to send data to the
sink via several relays. But in general, a node has at
least one or more forwarding nodes closer to the
sink than itself. Thus, selecting the right forwarding
nodes can effectively reduce delay. If the forwarding
node which has the nearest distance to the sink is
selected as relay node each time, the one-hop
distance in the direction that is sent to the sink will
be maximized, so that the number of hops on the
path of transmission is minimal. Because each data

forwarding will increase the forwarding delay,
reducing the number of forwarding can effectively
reduce the delay. This method is the first proposed
shortest routing method. Based on the shortest
routing method, an optimization method for
multiple integrated routing is proposed. The general
characteristic of such routing methods is as follows:
the selection of relay node is based on the compos-
ite values of multiple performance indexes, and the
forwarding nodes with high integrated value will be
selected as relay nodes. If the requirement for delay
is high, the weight of delay will be large; for ex-
ample, when only the delay is considered, the short-
est routing method is appropriate. If the energy
consumption and delay are considered synthetically,
the forwarding nodes with high residual energy and
closer to the sink are selected as relay nodes, so that
the energy consumption is balanced and the delay is
smaller. Such methods generally assume that nodes
are always in the awake state; therefore, as long as a
sender has data to transmit, its forwarding nodes
are optional. But in fact, most sensor networks
adopt awake/sleep periodic rotation to save energy.
Thus, such methods do not apply to sleep-wake
cycling sensor networks.

For sleep-wake cycling sensor networks, Naveen and
Kumar [42] proposed an approach for relay node selec-
tion for sleep-wake cycling wireless sensor networks.
Their goal is how to select the appropriate relay node
from the forwarding nodes to minimize the delay. The
approach proposed by Naveen and Kumar takes into ac-
count the fact that when the sender selects the relay
node, the forwarding node which is closer to the sink is
in the sleep state. At this point, the sender has two
choices: one is to wait for the node which is closer to
the sink to wake up, and the other is to select the for-
warding node that is awake but not near the sink as the
relay node. If the sender waits for a node near the sink
to wake up, although this method can reduce the num-
ber of hops required for routing, the delay of this hop
will increase as a result of waiting. If the node which is
in the awake state now is selected as the relay node, the
number of hops will increase, so it is possible that the
delay is not necessarily small. Naveen and Kumar [42]
consider that the selection of relay nodes can be
inducted as asset selling problems. The description is
that the seller wants to sell his product, the buyer arrives
at any time, and the price is stochastic. If the seller does
not buy a deal with the buyer, the buyer will leave and
never come back. The new arrival buyer may have a
lower price than the previous buyer. The selection of
relay node is similar to that. If a forwarding node is
awake, the sender should make a decision whether to
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select it as relay node. If the sender decides to continue
waiting, the new node which is in the awake state may
be farther away from the sink than the previous nodes.
Naveen and Kumar convert the distance from the sink
to the forwarding node and the waiting time to reward,
then select the node with high reward as relay node.
A Fast data collection for the node Faraway sink and

Slow data collection for the node Close to sink (FFSC)
approach is proposed to meet energy efficient, and the
end-to-end delay can be minimized in Ref. [4]. In FFSC
approach, for the region which is far away from the sink,
nodes adopt a routing strategy of forwarding immedi-
ately if there is a forwarding node available. Thus, the
remaining energy of the node in this region can be fully
utilized. For nodes closer to the sink, the optimized relay
nodes need to be selected before forwarding so as to
save energy and maintain high network lifetime.
Therefore, as a whole, the energy efficient utilization of
FFSC approach is improved, and the network delay is
reduced [4].
The advantages of routing-based method for optimiz-

ing delay are its better versatility and a wide range of ap-
plications. The deficiency is that the design method is
more complex, and the performance is limited. The
main reason for the delay in such methods is that nodes
are not synchronized, so forwarding nodes are not ne-
cessarily awake when the sender has data to transmit,
which result in longer delay.

(2).The solution based on duty cycle. As can be seen
from the previous discussion, if the nodes are
always in the awake state, there is no sleep delay
when the sender has data to transmit. But because
the energy consumption of nodes when they are in
the awake state is high, it is not an effective way to
simply increase the duty cycle. Chen et al. [32]
proposed a method of changing duty cycle to
reduce delay. They found that the energy
consumption of nodes in the region closer to the
sink is high, while the energy consumption of nodes
in the region far away from the sink is low, so there
is a great deal of residual energy. Based on the
discovery, the nodes in the region far away from the
sink adopt large duty cycle to reduce delay, and the
nodes in the region closer to the sink adopt small
duty cycle in order to ensure the longer network
lifetime, thus reducing the overall delay and
maintaining a high lifetime.

Lee [43] also proposed an approach to adjust the duty
cycle of nodes according to the traffic of nodes, which is
called Adaptable Wakeup Period (AWP) [43]. They find
many performances in the network are related to duty
cycle. For example, if the duty cycle increases, the

successful delivery ratio becomes high and retransmis-
sion counts decrease. Based on the above discovery, in
order to save energy, when the traffic of the node is
small, the duty cycle of this node should be reduced, so
that the energy can be saved without reducing the per-
formance of the network. When the traffic of the node is
large, the duty cycle of this node is increased to meet
the performance requirements of the network. Thus,
compared with the approach that the whole network
uses the same duty cycle (SDC), as a whole, the AWP
approach reduces the energy consumption of the net-
work without reducing network performance.

(3).The approach based on synchronous network [44].
The description above is mainly about
asynchronous network. Another type of network is
synchronous network, in which each node follows
the same clock frequency, so that the nodes wake
up only at the time they take to work, while
sleeping at other times. In such methods, nodes
only need to be awake at time slots for work, thus
saving energy effectively. However, such methods
require precise synchronization, which limits the
scalability of the system. Because the synchronization
in a large-scale network is a very difficult task, in the
wireless sensor networks, most applications still
adopt asynchronous operation. Thus, each node only
needs to select its own working slots independently
without synchronization, which can increase its ap-
plicability. But in general, when using asynchronous
operation mode, the performance of wireless sensor
networks is not as good as synchronous network.

(4).Communication method based on competitiveness.
TDMA-based Media Access Control (MAC)
protocol is a non-competitive communication
protocol [23]. In such a protocol, the system assigns
the appropriate work slot to each node, and each
node wakes up in the planned slot, performs the
corresponding data operation, and then switches to
sleep. This is a very energy-saving and efficient way.
In this approach, delay usually refers to the number
of time slots needed to collect a round of data in the
network. In Ref. [45], the authors came up with
centralized scheduling algorithm, in which the radius
of network is R, the maximum node degree is Δ, and
the bound of delay is 23 + RΔ + 18 time slots. The dis-
tributed scheduling method proposed by Yu et al.
[46] can generate conflict-free schedules where the
upper limit of delay is 24D + 6Δ + 16 time slots, and
the diameter of network is D. Xu et al. [47] gave
theoretical proof that their algorithm can generate
the aggregation schedule where the upper limit of
delay is 16 + RΔ − 14 time slots. This approach is
often used in wireless sensor nodes for data fusion,
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especially in the network where n packets are fused
into one packet. But the deficiency of this approach is
that the operation of nodes in the network should be
determined in advance. Once the node time slot is
determined, the entire network must adopt planned
sequence of operations and cannot change. There-
fore, this approach cannot be applied to networks
whose data operations cannot be determined in ad-
vance. In industrial applications, sensor nodes often
needs to be aware of unexpected events, so it is im-
possible to determine its work slot in advance. Thus,
in most cases, this method cannot be adopted.

In conclusion, the main reason for the delay is the asyn-
chronous operation of the node, which causes the forward-
ing nodes to be in the sleep state when the sender has data
to transmit. Although the delay will be effectively reduced
when using synchronous network, the maintenance cost of
synchronous network has also reduced the development of
its application. Therefore, this paper proposes a scheme of
partial synchronization, which reduces the cost and oper-
ation difficulty of synchronization effectively and reduces
the delay effectively. At the same time, partial
synchronization between the sender and its forwarding set
is the difference between this and other similar scheme.

3 The system model and problem statement
3.1 The network model
In this paper, the system model is based on duty-cycled
wireless sensor networks [4, 32]. This kind of network
adopts a common method in WSNs, duty cycling, in
which nodes transform between active and sleep modes.
A wakeup interval is always predefined there, which is
the basis of the transformation. Combined with the op-
portunistic routing based on asynchronous protocol,
nodes wake up at different moments and each node has
multiple forwarders. Each node has a communication
range; here, we think of it as a circular region with a ra-
dius of r and make the sender as the center of the circle.
Other nodes in this circle have the chance to become the
forwarding nodes of the sender. When a sender wants to
transmit a packet, at least one of its corresponding candi-
date forwarders should be in an active mode. Otherwise,
the sender has to wait for the receiver to wake up. In the
process of being transmitted to the sink node, a packet
may be forwarded by multiple relay nodes, which is af-
fected by the metric for forwarder selection.
Due to the random and uniform distribution of the

monitoring targets in the entire network, the probabil-
ities that a target being perceived by any node are equal.
Similarly, for each node, the probability of generating
data is equal. The security of network such as privacy
and attacks are not considered in this paper [48, 49].

3.2 System parameters
As is described above, each node has a duty cycle, waking
up and sleeping periodically. Any node cannot receive or
send packets while it is in sleep mode. Beyond that, in the
sleep state, less energy is consumed compared to the ac-
tive state. In addition to transmission, each sender does
periodic self-learning. After self-learning, the sender starts
communication. Thus, the duration of communication
consists of two main parts: active periods and sleep pe-
riods. In a self-learning duty cycle, nodes always stay ac-
tive and detect the state of the corresponding forwarding
nodes. According to the description above, we use the fol-
lowing equations to denote the nodes’ duty cycle, which is
denoted as C below:

CCOM ¼ DLEA þ DA
COM

� �
= DLEA þ DA

COM þ DS
COM

� � ð1Þ
CLEA ¼ DA

LEA=DLEA ¼ DA
LEA=D

A
LEA ð2Þ

where DCOM is the duration of communication and
DA

COM and DS
COM are the periods of the nodes when they

are in active and sleep modes respectively. DLEA is the
learning duration of the nodes, and because at this time
nodes are always active, here, DLEA is equal to DA

LEA.
The calculation of power consumption mainly include

these three aspects: the power consumed in learning dur-
ation, the power consumed in receiving or transmission,

Table 1 System parameters

Parameter Description

EO Initial energy

DLEA Self-learning duration

DCOM Communication duration

εT Power consumption of transmission

εR Power consumption of reception

εLEA Power consumption of self-learning

εS Power consumption of sleeping

DB Preamble duration

DACK Acknowledge window duration

DP Packet duration

CCOM Communication duty cycle

CLEA Self-learning duty cycle

ELPL Energy consumption in low power listening

ET Energy consumption in transmission

ELEA Energy consumption in self-learning

ER Energy consumption in receiving

Y Network delay

EU Energy utilization

r The transmission range of a node

ρ Node density

TN Network lifetime
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and the power required when nodes in the sleep mode.
Power consumption is connected with duty cycle.
The main system parameters are listed in Table 1

[4, 42]. Other parameters will be explained when they
appear in equations.

3.3 Problem statement
Each packet is sent to the sink after being forwarded
by multiple relay nodes. In regard to the packet
transmission, the main objective of this work is to
propose a method for minimizing delay and maximiz-
ing network lifetime. These indicators are explained
below.

(1)The effective energy utilization

There are n nodes in the network. EU is the energy
utilization, which relates to the ratio of the energy uti-
lized by the whole network and the total initial energy in
the network. The energy utilization can be expressed as
the equation below. The maximization of energy
utilization is to improve the efficient utilization of net-
work energy and maximize the ratio of energy
consumption to the initial energy in the network.

max EUð Þ ¼ max
X

1≤ i≤n
εi

� �
=
X

1≤ i≤n
Ei
O

� �h i
ð3Þ

As shown in the equation, εi is the energy consump-
tion of the ith node and Ei

O represents the initial energy
of node i.

(2)The maximization of network lifetime

Network lifetime is defined as the period from the be-
ginning until the first node dies out because of energy
drain. Thus, maximizing the lifetime of the first node
which uses up its energy can make the network lifetime
maximized. Here, the initial energy of node i is Ei

O , and
the energy consumption of node i is εi per unit time.

Accordingly, this requirement is guaranteed in the fol-
lowing equation.

max TNð Þ ¼ max min1≤ i≤n
Ei
O

εi

� �� �
ð4Þ

(3)The minimization of end-to-end delay

The end-to-end transmission delay refers to the time
that the nodes take for transmitting the packet from the
sender to the sink. Assuming that in the packet trans-
mission, the packet passes through k nodes. Here, let
YE2E represents the delay and yi − 1, i represents the delay
of the transmission from (i − 1)th to ith node. Then, the
corresponding equation can be obtained.

Min Yvi
E2E

� � ¼ min
X

yvj;vk

� �
j ∀vj; vk∈ℙvi and vk is forwarding node of vj

ð5Þ
where ℙ vi represents the routing path from the node vi to
the sink and vj∈ℙ vi expresses that vj is a node in the ℙ vi .
In conclusion, the objectives of our research are

max EUð Þ ¼ max
P

1≤ i≤nεi
� �

=
P

1≤ i≤nE
i
O

� �� 	
max TNð Þ ¼ max min1≤ i≤n

Ei
O

εi

0
@

1
A

0
@

1
A

Min Yvi
E2E

� � ¼ min
P

yvj;vk

� �

8>>>>>><
>>>>>>:

ð6Þ

4 Design of LS approach
4.1 Research motivation
Opportunistic Routing in Wireless sensor network
(ORW) is a routing protocol and works on top of an
asynchronous MAC protocol [50]. In this protocol, each

Fig. 1 Timeline of FFSC
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sender has multiple candidate forwarding nodes and
each forwarding nodes has the chance to receive the
packet when the sender has data to transmit. When the
first forwarding node receives the packet and sends the
acknowledgement (ACK) to sender, the sender can finish
its transmission. ORW uses a metric called Expected
Duty Cycled Wakeups (EDC) to select relay nodes. EDC
is a measure of the time from the sender transmitting a
packet to the packet reaching the sink, which does not
consider the location of relays. Thus, there is a probabil-
ity that a node far away from the sink is selected as for-
warder, which may cause longer packet delay. And in the
FFSC approach, nodes closer to the sink should select
the optimized relay nodes before forwarding, while
nodes far away from the sink adopt the strategy of for-
warding immediately if there is a forwarding node avail-
able. However, because nodes are not synchronized, the
sender wait time will be longer and lead to the longer
delay. Therefore, we are committed to designing a better
way to reduce delay.

(1). Synchronization can reduce delay. As can be seen
in Fig. 1, without synchronization, the expected
delay is half of sleep time in the FFSC approach.
If the duty cycle of the corresponding nodes is
roughly synchronized before sending the data,
the sender does not require to wait for the
receiver to wake up or only need to wait for a
shorter time than without synchronization. As
Fig. 2 shows, after self-learning, the
synchronization of the sender and its receiver is
completed, so when sender A transmits data, one
of its candidate receiver is also in the awake
state, and then, the delay is reduced.

(2). It is difficult to implement synchronization. The
trouble is that maintaining a wide range of

synchronization consumes a lot of energy. But the
approach presented in this paper does not require
synchronization of all nodes in the entire network
and only requires synchronization within the
forwarding range of the sender, so it is easy to
implement. Furthermore, nodes which are closer to
the sink do not require to maintain
synchronization, so these nodes do not need
additional energy consumption, while nodes which
are far away from the sink have residual energy.
Using this part of energy for synchronization, the
delay can be reduced without affecting the network
lifetime.

(3).Duplicate packets will lead to the waste of energy
consumption. But this problem is inevitable while
reducing delay as much as possible. Because
multiple forwarding nodes may be awake at the
same time, duplicate packets will be generated
whether forwarding nodes transmit the same
packet to their next nodes or return the ACK to

Fig. 2 Timeline of LS

Fig. 3 Optional range of forwarder set
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the sender. In the approach proposed in this
paper, the selection of nodes is optimized, and
for each sender, only its forwarding nodes within
a small range will be synchronized, in order to
avoid aggravating the problem of duplicate
packets compared to other approaches.

4.2 LS approach
In this paper, the forwarder set of each node is defined as
a region formed by the intersection of a circle and an arc
through the center of the circle. As shown in Fig. 3, the
distance between sink and the sender node B is l and the
radius of the circle is equal to the communication range
of node B. In order to avoid selecting forwarders with
longer distance from the sink, there is a constraint
that the distance from the candidate relay node to
the sink is at least closer than node B to sink.

The area of this region can be calculated by equation:

ϑ0 ¼ l2∙ cos−1 1−
r2

2l2

� �
þ r2∙ cos−1

r2

2l
−l∙r∙ sin cos−1

r
2l

� �
ð7Þ

where the first part of Eq. (7) is used to calculate the
area of sector ACD, the second part represents sector
BCD area, and the third calculates the area of the quad-
rilateral ACBD.
Based on this model, the selection of relay nodes and

the determination of duty cycle are related to self-
learning. First, we define the nodes in the shaded portion
of Fig. 4 as the candidate relays.
Assuming that the density of relays is ρ. The area of

the shaded portion can be expressed as

ϑ ¼ ϑfanAEF þ ϑfanBEF−ϑ■AEBF¼ cos−1
l−xð Þ2 þ l2−r2

2 l−xð Þl

 !

� l−xð Þ2 þ cos−1
l2 þ r2− l−xð Þ2

2lr

 !

�r2−lr � sin cos−1
l2 þ r2− l−xð Þ2

2lr

 !

ð8Þ
Thus, the number of forwarders in forwarder set of

node B (denoted as σ) is

σ ¼ ρ∙ϑ ð9Þ
The sender node stays active in the self-learning cycle

and sends preamble repeatedly to detect the state of its
candidate relays in the forwarder set. After sensing their
duty cycle, we need to determine a period of time where

Fig. 4 Optional range of forwarder set after re-screening

Fig. 5 Range of self-learning
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more nodes are active. Compared with sender’s duty
cycle, if sender’s active period is nearly coincident with
the period where the majority of forwarders are active,
there is no necessary to change sender’s duty cycle tem-
porarily. Beyond that, the distance between forwarders
and sink also needs to be taken into account. In short,
we should change the duty cycle of the sender, in order
to synchronize the duty cycle of the nearest forwarder to
sink and the sender. This approach can make one-hop
distance longer and reduce delay. Meanwhile, each node
remembers the number of its corresponding nodes par-
ticipating in the adjustment of the cycle. After the
sender has adjusted its duty cycle, the relay nodes af-
fected by it also have to adjust their cycle. Another
method is to keep the original start time of node’s cycle
constant and change the main duty cycle, which cannot
affect the work of the related nodes. Certainly, this
method will lead to the fragmentation of the cycle; therefore,
adjustment and consolidation are also necessary at last.
In several self-learning cycles, the first task to

complete is to divide the area from the sender to the slot
into multiple regions with a width of x, as shown in
Fig. 5. The distance between each of the two areas that
need to be synchronized is d, synchronizing the duty
cycle of the nodes near the sender node A with the
nodes in the next region closer to the sink. Then, the
nodes in this area repeat the above operations until the
region containing the sink. Synchronization of any two
regions is completed in this multiple self-learning cycle.
But it is important to note that when the A region is learn-
ing from the B region, the B region is in the normal duty
cycle, so the learning of the B region toward the C region
should begin after the completion of the learning of the A
region. However, there is another approach that when the
A region is learning from the B region and the C region is
learning from the D region, the C region can learn from
the B region at the same time. But one drawback of this ap-
proach is that it increases the probability of ACK conflict.
At the same time, because there are more than one

sender, the intersection of candidate forwarding node sets
of different senders may not be a non-empty set. In this
case, the solution we take is that for any two senders, if
their intersection of forwarder sets is larger, we
synchronize them with their forwarding nodes; if their
intersection of forwarder sets is smaller, we divide the
intersection into two parts and realize the synchronization
of two senders respectively. In short, the number of for-
warding nodes of any sender cannot be too small.
In a complete synchronization, a self-learning

duration is DLEA and the duty cycle of each relay
node is cA/c. In that way, assuming that a self-
learning cycle can be divided into several time slots
and the length of a time slot is c, then there are
DLEA/c time slots. The probability of any node waking

up in each slot is cA/c. In the above context, each
node has σ forwarders, and before a node sends a
data packet, it sends the preamble at a certain fre-
quency (denoted as V) in the self-learning state. It is
assumed that the average distance between any two
nodes in the two regions is d and that a node should
be at least 2Vd after the delivery of a packet and then
send the probe packet. When a node receives a probe
packet, it sends an ACK back to the sender. In
addition to ACK conflict problem, there is no guaran-
tee that the ACKs received by the sender nodes are
not returned by the nodes that returned ACK before.
Therefore, it is a probability problem to estimate the
time spent in self-learning.

The whole process of LS approach can be described in
Algorithm 1.

Based on the description above, there are DLEA/c
time slots, where DLEA is the duration of self-learning
and c is the length of a time slot. When multiple
nodes in the self-leaning area are sending probe
packets in the similar time, it is easy to cause
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collisions on the sending and receiving channels.
Thus, in addition to the time interval of each node
that sends probe packets, it is necessary to restrict
the interval at which each node sends a probe packet
and its means is based on Carrier Sense Multiple Ac-
cess with Collision Avoidance. When a node is ready
to send a probe packet, it intercepts whether there is
a co-channel carrier in the medium. If not, it means
that the channel is idle and the node will go directly
into the data-transmission state. If carrier exists, the node
will detect the channel after a random back-off for a period
of time. Here, we assume that self-learning starts at the be-
ginning of a time slot. The duration of a self-learning cycle
can be calculated as Eq. (10), where ϱ is a system
parameter.

DLEA ¼
Xρϑ

i¼1

Xi

j¼1
2Vdϱ½ cA

c
∙ 1−

cA

c

� �ρϑ−1

þ cA

c
∙
Xρϑ−1

k¼1
Ck

ρϑ−1∙ 1−
cA

c

� �k�
� ð10Þ

Here, the probability of any node waking up in each
slot is cA/c and the number of forwarders in forwarder

set of node i is ρϑ. In Eq. (10), cA
c ∙ 1− cA

c

� �ρϑ−1
represents

the situation that the sender wakes up in a slot but all of

its forwarders wake up in other slots. And cA
c ∙
Pρϑ−1

k¼1 C
k
ρϑ−1

∙ 1− cA
c

� �k
represents that the sender wakes up in a slot

and most of its forwarders wake up in the same slot, ex-
cept for k forwarders, k = 1, 2, ⋯, ρϑ − 1.

Because the whole self-learning process includes sim-
ultaneous learning among multiple regions, the time re-
quired to complete self-learning within a certain range
(denoted as DTOT

LEA ) is the maximum value of the self-
learning time between the regions.

5 Performance analysis of LS approach
5.1 Delay analysis
After the completion of self-learning, all nodes in
any two regions separated by d maintain the
synchronization of duty cycle. Compared with other
methods, in which nodes need to wait for the

Fig. 6 Multi-hop path

Fig. 7 The expected delay under different number of nodes
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corresponding candidate forwarders to wake up be-
fore sending the packets because their duty cycle is
not necessarily synchronous, this approach can
optimize the performance of this respect, thus effect-
ively reducing the sender wait time. Figure 6 shows
one of the possible multi-hop path of the packet
from the sender node A to the sink.
Theorem 1 The expected vertical distance from one of

sender nodes to its forwarder is

dx ¼
Z x

0

2x d−xð Þ
ϑx

∙ cos−1
d−xð Þ2 þ d2−x2

2 d−xð Þd

 !
dx ð11Þ

Proof According to [4], the probability density func-
tion of the expected vertical distance from one of the

sender nodes to its forwarder is F d xð Þ ¼ 2 d−xð Þ
ϑx

∙ cos−1

d−xð Þ2þd2−x2

2 d−xð Þd
� �

. The expected dx can be calculated by the

formula dx ¼
R x
0 x∙F d xð Þdx. ■

Although the duty cycle of most of the nodes in
the forwarder set are synchronized with the sender’s
cycle, we prefer to select the relay node closer to the
sink. Therefore, there is a need to reach a balance be-
tween the minimum delay and the maximum vertical
distance.
Theorem 2 When packet forwarding is basing on LS

approach, the duty cycle of nodes and their forwarders
almost synchronous. When the distance from a node and
the sink is L, the delay of end-to-end transmission can be
calculated in Eq. (13).

Y i−1;i ¼
XDCOM

c −2

i¼0
i 1−

c
DCOM

� �iρϑ

1− 1−
c

DCOM

� �ρϑ
" #

þ DCOM

c
−1

� �
1−

c
DCOM

� � DCOM
c −1ð Þρϑ

ð12Þ

Y ETE ¼ L
dx


 �
Y i−1;i ð13Þ

Proof Yi − 1, i is the average delay of the transmission
from (i − 1)th to ith node. According to [4], the duty
cycle of each node is c/DCOM in transmission and the
probability density function of the delay in each slot is

1− c
DCOM

� �iρϑ
1− 1− c

DCOM

� �ρϑ
 �
, where i ¼ 0; 1;⋯; c

DCOM
−2.

Here, the vertical distance is greater than or equal to x,
so the expected hop count is L

dx
. Then, the total delay

can be obtained by single hop delay and hop count. ■
Based on this formula, Fig. 7 shows the expected delay

under different number of nodes. As we can see from
the diagram, the overall trend is that the more the num-
ber of forwarders is, the shorter the delay is.
And as shown in Fig. 8, with the increase of single hop

distance, the single hop delay is reduced. This indicates
that the longer distance can lead to the shorter delay. At
the same time, as duty cycle increases, the delay will
decrease.

Fig. 8 The single hop delay under different single hop distance

Wu et al. EURASIP Journal on Wireless Communications and Networking  (2018) 2018:10 Page 11 of 22



As Fig. 9 shows, the one-hop delay increases with the
increase of the distance L. Meanwhile, the distance
between a sender and its forwarder also reflects one-hop
delay: the longer the one-hop distance, the longer the
one-hop delay.

5.2 Energy consumption analysis
The network lifetime is determined by energy con-
sumption, and the selection of forwarders is also re-
lated to residual energy. In LS approach, nodes have
four types of states: transmission of packets, recep-
tion of packets, self-learning, and low power

listening. In a general way, while the number of
packets in network is large, the energy they consume
is serious because the packet transmission and re-
ception are the main energy-consuming operation.
Beyond that, in this approach, the self-learning
process is also an operation that consumes a lot of
energy. On the other hand, the overhead of time slot
can be divided into three parts: when there have data
packet transmission, listening, and sleeping time. This is
included in the calculation of the above four parts of the
energy consumption. The total energy consumption can
be calculated in the following equation

Fig. 9 The single hop delay under different distance

Fig. 10 The energy consumption under different x values
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EU ¼ ETNT þ ERNR þ ELPLDCOM þ ELEADLEA ð14Þ
where EU is the total energy consumption, ET is the

energy consumption of a packet transmission, ELPL rep-
resents the energy consumption in low power listening,
and ELEA is the energy consumption in self-learning. NT

and NR are the number of packets in transmission and
the packet amount in reception respectively. DCOM and
DLEA are the duration of communication and self-
learning.
According to [4], assuming that the radius of network

is D, the transmission range of each node is r and the
distance between the sender and sink is l; NT and NR

can be calculated by following equations in which i is an
integer here.

NR ¼ r iþ 1ð Þi
2l

þ iþ 1ð Þ j ir þ l < D ð15Þ

NT ¼ NR þ 1 ð16Þ

The energy consumption in a packet sending includes con-
sumption of the real packet transmission and the related pre-
amble consumption. εTDP represents the energy consumption
of packet transmission. The preamble transmission is a peri-
odic operation in the whole transmission, which can inform
the relay node of the packet’s arrival. The average energy con-
sumption in a packet transmission can be expressed as

ET ¼ εTDP þ εTDB þ εRDACKð Þ
1− cA

c

� �
DCOM

2 DB þ DACKð Þ ð17Þ

The second part of Eq. (17) represents the power con-
sumption of periodic preamble transmission.
The energy consumption in packet reception can be

calculated as

ER ¼ εRDP þ εTDACK þ εRDB ð18Þ

where εRDP represents the power consumption of the
packet reception, εTDACK is the power consumption in the
transmission of acknowledgment message, and εRDB repre-
sents the power consumption of the preamble reception.
The energy consumption in self-learning can be

expressed by the following equation:

ELEA ¼ εLEADLEA ¼ DLEA εR þ εT þ εRð Þ ð19Þ

The energy consumption used for low power listening
of the node from sink L meters (denoted as EL

LPL) can be
calculated as

Fig. 11 The energy consumption under different duty cycle

Table 2 Simulation parameters

Parameter Value Description

EO 0.5 Initial energy (J)

DCOM 100 Communication duration (ms)

εT 0.0511 Power consumption of transmission (W)

εR 0.0588 Power consumption of reception (W)

εS 2.4 × 10−7 Power consumption of sleeping (W)

r 80 The transmission range of a node (m)

DB 0.26 Preamble duration (ms)

DACK 0.26 Acknowledge window duration (ms)

DP 0.93 Packet duration (ms)
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EL
LPL ¼ εS 1−

cA

c

� �
þ εR

cA

c
−ψL

T−ψ
L
R ð20Þ

The process of low power listening consists of two
parts: listening and sleeping states, which correspond to
the first and second part in Eq. (20). Because the energy
consumption of packet transmission and reception is
calculated in the equation before, ψL

T and ψL
R should be

subtracted from the calculation for EL
LPL.

According to [5], ψL
T and ψL

R can be expressed by Eqs.
(21) and (22) respectively:

ψLT ¼
TCOM 1− cA

c

� �
2

þ DB þ DACK

2
4

3
5εS þ εRDB

8<
:

9=
; NL

T

TCOM

ð21Þ

ψL
R ¼ εRDB þ DP þ DACKð ÞεS½ � NL

R

TCOM
ð22Þ

Fig. 12 The total delay under different distance from sink

Fig. 13 The total delay under different distance from sink
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Based on the analysis above, the energy consumption
of nodes which are x meters away from the correspond-
ing relay nodes can be expressed as

E
U
x ¼ Ex

TNT þ E
R
xNR þ ELPLD

x
COM þ Ex

LEAD
x
LEA ð23Þ

Because the range of the forwarder set is x, and the average
distance from the sender and the region of relay nodes is d,
the total energy consumption can be calculated as follows:

EU ¼ L
d


 �
E
T
xNT þ E

R
xNR þ ELPLDCOM þ Ex

LEADLEA

� �
ð24Þ

Theorem 3 In the approach presented in this paper,
suppose that the initial energy of node i is Ei

O and there
are n nodes in the network, the lifetime of network can
be expressed as

Fig. 14 The energy consumption under different distance from sink

Fig. 15 The energy consumption under different distance from sink
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TN ¼ Ei
O

max1≤ i≤n ETNi
T þ ERNi

R þ ELPLDCOM þ ELEADLEA
� �

ð25Þ

Proof Network lifetime is defined as the period before
the node which has the largest energy dies out due to its
energy drain. In other words, the lifetime of the node
with the maximum energy and the initial energy refer to
the network lifetime. Ei

O is the initial energy of the ith
node, and the largest energy consumption of the node is
max1≤ i≤n ETNi

T þ ERNi
R þ ELPLDCOM þ ELEADLEA

� �
. ■

Based on Eq. (24), Fig. 10 shows the energy consump-
tion under the different x values. It can be observed that

the larger the x is, the smaller the energy consumption
is, which is because the hop count decreases with the
increase of x. Meanwhile, as the distance between the
sender and sink increases, the energy consumption of
nodes are also reduced.
As shown in Fig. 11, the trend of energy consumption

changes with the total distance from sink is the same as in
Fig. 10. In the approach proposed in this paper, when each
node becomes the sender, it is taken as the center in the
network. In the transmission of packets, the selection of re-
lays in each packet forwarding always follow the principle
of selecting nodes that are closer to the sink. Thus, the
closer the distance between a node and sink, the greater
the energy consumed, which can be observed from Fig. 11.

Fig. 16 The residual energy under different transmission range

Fig. 17 The network lifetime under different transmission range
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6 Simulation result
The performance of LS approach by simulation is evalu-
ated in this chapter. The reason for choosing FFSC ap-
proach to compare is that the main difference between it
and the protocol we proposed is that FFSC approach
does not have self-learning stage and self-learning is the
innovation of our protocol. The whole evaluation system
includes the following main aspects: transmission delay,
energy consumption, and network lifetime. Except that
we analyze the effect of some parameters, such as the
node density, the radius of the communication range,
and the duty cycle. When there is no special explanation,
the transmission range of a node (denoted as r) is set to
80 m. In this simulation, when the location of each node

is randomly generated, the forwarding nodes set of the
sender is selected by the method in 4.2. And n sensors
are deployed here, n = 700 without special explanation.
The analysis results show that compared with FFSC
approach, the LS approach can reduce the total transmis-
sion delay by 5.13–11.64% and increase the energy effi-
ciency by 14.29–17.53%, while guaranteeing the network
lifetime is not less than other approaches. The values of
the main simulation parameters are listed in Table 2.

6.1 Transmission delay
Figures 12 and 13 show the total transmission delay of
the LS, FFSC, and ORW under different distance from
sink. All nodes have the same duty cycle in ORW

Fig. 18 The network lifetime under different transmission range

Fig. 19 The total delay under different distance from sink
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approach. Therefore, the distance between sender node
and sink is mainly related to the total delay. As shown in
the first curve in Fig. 12, the greater the distance, the
greater the total delay. Meanwhile, because ORW does
not consider the location of nodes, there exists a problem
that the forwarder far away from the sink may be selected.
So the total delay of ORW approach is obviously longer
than the other two approaches. Similarly, in FFSC ap-
proach, the communication duty cycle of one node is as
same as others. The difference between ORW and FFSC
lies in the forwarder selection. With the consideration of
the location of nodes, candidate forwarders are delineated
within a range closer to the sink. Thus, compared to
ORW, the total delay of FFSC approach is shorter. Unlike

the above two approach, LS has been improved on the
basis of FFSC, which is mainly embodied in self-learning.
In the self-learning cycle, the duty cycle of the sender and
its corresponding forwarder set are synchronized. It suc-
cessfully reduces the total delay of transmission. Com-
pared with FFSC, the LS approach can reduce the
transmission delay by 5.13–11.64%, while the network life-
time of these two protocols are the same. Thus, it can be
seen that the approach proposed in this paper is better
than other approaches in terms of transmission delay.

6.2 Energy efficiency and network lifetime
The energy utilization can reflect the performance of the
protocol and also affect the selection of forwarding

Fig. 20 The total delay under different distance from sink

Fig. 21 The total delay under different distance from sink
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nodes. Meanwhile, the network lifetime is related to
energy consumption of nodes. In this section, the per-
formance of LS approach in energy consumption and
network lifetime is analyzed.
Figures 14 and 15 show the energy consumption of

the LS and FFSC approach under different distance from
sink. Here, the vertical distance between a sender and its
forwarder has to be greater than or equal to x, while x is
related to other parameters in the network. As can be
seen in the following figures, the longer the distance
from the sink, the less the energy consumed. Compared
with the FFSC approach, LS consumes energy efficiently
in non-hotspot areas. By comparing the two pairs of
curves in Figs. 14 and 15, it can be observed that the

maximum energy consumption of LS and FFSC is rela-
tively close, which is partly due to the large energy con-
sumption during self-learning period. The bell-shaped is
presented in Fig. 14 because there is no need to do self-
learning before transmission when the sender is close to
the sink, so at the beginning of the curve, the energy
consumption of the two approaches is similar. And with
the distance from the sink increases, because the partial
synchronization is achieved in the self-learning period,
the energy consumption during the transmission is ef-
fectively reduced. Thus, the bell-shaped is formed in
Fig. 14.
And the trends of curves in Figs. 14 and 15 prove that

the closer the distance between a node and sink, the

Fig. 22 The total delay under different distance from sink

Fig. 23 The total delay under different x
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greater the energy consumed. This trend is the same as
in Fig. 11.
Figure 16 shows the column diagram of residual

energy under different radius of transmission range.
Compared with FFSC approach, the LS can increase the
efficiency of energy utilization by 14.29–17.53%, which
can be observed in the figure. In a word, while adopting
the LS approach, the energy utilization reaches a better
balance. Especially for the areas farther away from the
sink, the energy efficiency of nodes has improved.
Figures 17 and 18 show the network lifetime of FFSC

and LS approach under different number of the first
nodes that use up their energy. Compared to FFSC ap-
proach, although the efficiency of energy utilization dur-
ing the transmission is improved, the network lifetime of
the approach proposed in this paper is unchanged. This
is because that the energy saved during the transmission
compared to FFSC approach is almost offset by the en-
ergy consumption during the self-learning period.

6.3 Effects of other parameters on the performance
In this section, we analyze the performance of LS ap-
proach which is affected by other factors in the network.
The length of a duty cycle is an important factor influen-
cing the end-to-end delay. We usually expect a near per-
fect duty cycle to promote the probability that the
sender and its candidate relays will be active at the same
time. Figures 19 and 20 show the total transmission
delay under the different duty cycle. As they shows,
compared with other approach, the total delay of the ap-
proach proposed in this paper has been reduced, which
also proves the correctness of our ideas. At the same
time, it can be observed that the larger the duty cycle is,

the shorter the total delay is. This is the same as the
conclusion obtained in Fig. 8.
In addition to duty cycle, the number of nodes is also

one of the factors which we are concerned with.
Figures 21 and 22 show the total delay of the different
approaches under different number of nodes. Compared
with ORW and FFSC, LS approach can achieve smaller
total delay than others. This is because that in ORW and
FFSC approach, the nodes in the forwarder set are not
synchronized with the corresponding sender. So if the
number of nodes increases, the sender wait time before
its forwarding nodes wake up will decrease and the delay
of each hop in transmission will also decrease. This
trend is the same as in Fig. 7. And in LS approach, due
to the synchronization between the sender and its candi-
date forwarding nodes, the sender does not require to
wait for the receiver to wake up or only need to wait for
a shorter time than without synchronization.
The parameter d mentioned in the previous section

also has an effect on transmission delay. In general, the
longer the one-hop distance, the less the number of for-
warders that a packet will pass. As can be seen in Fig. 23,
LS approach is less than the FFSC in the total transmis-
sion delay, and as d becomes longer, the total delay de-
creases. On the contrary, when using LS approach, the
one-hop delay under different x grows with the increase
of x, as can be seen in Fig. 24.

7 Conclusions
To reduce delay is important for the Industrial Internet
of Things (IIoTs). However, previous strategies often
require sacrificing some other network performance to
reduce delay. In general, the reduction of delay is

Fig. 24 The total delay under different x
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achieved by consuming a certain amount of energy and
reducing the network lifetime. In our LS scheme, a novel
approach is proposed, which can effectively reduce delay
without reducing network lifetime. The main innovation
of this approach is that partial synchronization strategy
is used to keep the sender synchronized with its for-
warding nodes, thus greatly reducing the difficulty of
maintaining synchronization and effectively reducing the
delay. Moreover, this synchronization is implemented by
self-learning method and has strong robustness. In
addition, the synchronous energy consumption takes full
advantage of the remaining energy in the network, so as
to improve the energy efficient utilization without redu-
cing the network lifetime. The LS approach proposed in
this paper has a wide range of applicability and not only
can be applied to IIOTs but also can be widely applied
to IoT-based edge network. That is what we will re-
search in the future.
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