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Abstract

In wireless sensor networks, sensor nodes are usually powered by battery and thus have very limited energy. Saving
energy is an important goal in designing a WSN. It is known that clustering is an effective method to prolong network
lifetime. Due to the development of big data, there are more sensor nodes and data needed to process. So how to
cluster sensor nodes cooperatively and achieve an optimal number of clusters in a big data WSN is an open issue. In
this paper, we first propose an analytical model to give the optimal number of clusters in a wireless sensor network.
We then propose a centralized cluster algorithm based on spectral partitioning method. After that, we present a
distributed implementation of the clustering algorithm based on fuzzy C-means method. Finally, we conduct
extensive simulations, and the results show that the proposed algorithms outperform the hybrid energy-efficient
distributed (HEED) clustering algorithm in terms of energy cost and network lifetime.
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1 Introduction
In recent years, wireless sensor networks (WSNs)
have been used as an important information gather-
ing paradigm in a wide range of applications, such
as environmental monitoring, target tracking, battlefield
surveillance, home security, and health monitoring [1].
A wireless sensor network (WSN) is composed of hun-
dreds or even thousands of sensor nodes which use wire-
less communication to perform distributed sensing tasks.
Meanwhile, in many applications, the amount of sensory
data manifests an explosive growth with the development
of wireless sensor networks. The data generated by an
individual sensor may not appear to be significant, but
numerous sensors in WSNs can produce a significant
portion of the big data in the above military and civil-
ian applications. Due to the limited battery capacity and
low-cost requirement, sensor nodes are usually equipped
with low-end computational module and radio transceiver
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[2]. As it is infeasible to replace batteries once WSNs are
deployed in a harsh environment, an important design
principle inWSNs is to minimize the energy consumption
in sensing, computing, and communication.
Big data analysis provides more convenience for our

data gathering and processing; however, the number of
sensor nodes and the size of gathering data grow rapidly.
There are several literatures that focus on big sensory data
(BSD) in WSNs [3–7]. But different with these works,
this paper concentrates on how to achieve effective data
clustering under the background of big data. It has been
shown that clustering is an effective scheme in increasing
network lifetime and scalability of WSNs. Sensor nodes
are partitioned into clusters, and each cluster consists of
a cluster head (CH) and a number of cluster members.
Cluster members collect data from the environment and
send the data to their CH. A CH is responsible for gath-
ering data from its members and relaying the data to sink
node. This method can save the energy of sensor nodes
since sensor nodes do not need to upload data to the sink
node directly. Based on whether sensor nodes can com-
municate directly with their CH, the clustered WSNs can
be classified as single-hop WSNs and multi-hop WSNs.
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In a multi-hop WSN, the data from some sensor nodes
need to be relayed via multiple hops to reach the CH.
The clusteredWSNs can also be categorized into homoge-
neous WSNs and heterogeneous WSNs. All sensor nodes
are of the same specification in homogeneous WSNs,
while in heterogeneous WSNs, a small number of pow-
erful nodes are deployed as cluster heads and the rest of
regular nodes act as cluster members. Such a two-layer
hybrid network can improve the network lifetime and sta-
bility with a marginal increase in the cost of network
deployment. Basically, any clustering algorithm involves
cluster management which consists of determining the
suitable number of clusters, selecting the cluster head for
each cluster, and transmitting data within clusters and
from cluster heads to the sink node [8].
For a sensor node, the dominant energy consumer is

the radio unit. When the network is partitioned into
some clusters, data transmission can be classified into
two stages: intra-cluster transmission and inter-cluster
transmission. One of disadvantages of existing cluster-
ing algorithms [9–19] is that thet do not give the energy
consumption model and do not study what the optimal
number of clusters should be in a network. Moreover,
most of these existing algorithms do not fit well into the
big data environment. Thus, in this paper, we introduce
the energy consumption model to determine the opti-
mal number of clusters. And we use spectral partitioning
method and Fuzzy C-means method to partition the net-
work into a fixed optimal number of clusters respectively.
Compared with previous works, our contributions in this
paper can be summarized as follows:

• We propose an analytical energy consumption model
to determine the optimal number of clusters in a big
data WSN. In this model, the communication
between two clusters use cooperative transmission.
By using cooperative nodes, we can reduce the energy
consumption of cluster heads efficiently and prolong
the lifetime of network.

• We propose a centralized clustering algorithm based
on spectral partitioning and a distributed
implementation of the clustering method based on
fuzzy C-means in cluster head selection.

• We verify the performance of the proposed algorithm
in terms of network lifetime and node remaining
energy. In particular, our algorithm can decrease the
interval between the time of the first node dying and
the time of the last node dying, which implies our
algorithm can efficiently balance the energy
consumption among sensor nodes.

The rest of this paper is organized as follows. Section 2
describes the related work. Section 3 briefly intro-
duces the model to predict energy consumption and

the characteristics of Laplacian matrices, which will be
used in the analytical model. Section 4.1 determines the
optimal number of clusters. Section 4.2 presents a clus-
tering approach based on spectral classification and the
distributed implementation. Section 4.3 presents an algo-
rithm for choosing the cooperative nodes and the cluster
heads. The simulation and performance evaluations are
presented in Section 5. Finally, Section 6 concludes this
paper.

2 Related work
In order to utilize the energy of sensor nodes effi-
ciently, several clustering protocols have been proposed
for WSNs. One of the most concerned protocols is low-
energy adaptive clustering hierarchy (LEACH) [20], an
advantage of which is that it is able to balance the energy
consumption of sensor nodes by randomly rotating clus-
ter heads. However, cluster heads locating on the edge
of a cluster may waste a lot of energy due to the very
close distance between cluster heads. The hybrid energy-
efficient distributed (HEED) [21] is another well-known
clustering algorithm. In this algorithm, residual energy
and node proximity to its neighbors or node degree are
used to select cluster head. Compared to LEACH, HEED
can evenly distribute the cluster heads in the sensing area
by local competition.
However, HEED may result in longer data gathering

delay. The centralized LEACH (LEACH-C) algorithm was
proposed in [11], in which the base station (BS) selects
cluster head andmakes sure that any node with low energy
does not become a cluster head. However, it is not suitable
for large-scale WSNs since it leads to the increase of the
delay. The FAR-Zone LEACH protocol (FZ-LEACH) [12]
is an improvement to LEACH to eliminate clusters with
large scale in sensor networks, by forming Far-Zone that is
a group of sensor nodes placed at locations with energies
less than a threshold.
In [22–27], fuzzy logic was employed in clustering algo-

rithms to handle the uncertainties in WSNs. Bezdek [22]
proposed a fuzzy logic-based clustering and data process-
ing in WSNs. This approach incorporates energy level
of each node, bandwidth, and link efficiency. The objec-
tive of the proposed work is to improve the performance
of network in terms of energy consumption, throughput,
time for cluster head selection, number of alive nodes, and
network lifetime. In [23], Ahamad proposed an energy-
efficient clustering algorithm by using the fuzzy logic
system to extend WSN lifetime in probabilistic approach
model. This addresses the problem of the bad utilization
of residual energy of sensor nodes efficiently with the help
of appropriate cluster head selection method.
In [24], cluster formation using fuzzy logic (CFFL)

approach has been proposed to prolong network lifetime
and reduce energy consumption in WSNs. This approach
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uses fuzzy logic in the formation cluster phase, and two
fuzzy parameters are used. The two parameters are resid-
ual energy which is energy level of each CH and closeness
to base station (BS) which is the distance between the CH
and the BS. Based on the difference in expected residual
and residual energy, a fuzzy logic-based clustering algo-
rithm with an extension to the energy predication has
been proposed to prolong the lifetime of WSNs by evenly
distributing the workload [25].
The fuzzy C-means (FCM) algorithmwas first proposed

by Bezdek [28] and has been used in cluster analysis,
pattern recognition, and image processing [29–32]. This
algorithm is a soft partition technique that assigns a
degree of belongingness to a cluster for each sensor node.
In this work, FCM algorithm is adopted to form clusters
within WSNs. The goal of this algorithm is to address the
issue of uneven distribution of sensor nodes related with
the application of protocols like LEACH.

3 Networkmodel and spectral classification
In this section, we present the network model and energy
model and introduce briefly the Laplacian matrix and
spectral classification.

3.1 Network model
In this paper, we consider a WSN where N sensor nodes
are uniformly distributed in a M × M square area. We
model the deployment of sensor nodes as a Poisson point
process and use λ to represent the density of the under-
lying Poisson point process. We assume that the sensor
network has the following properties and capabilities.

• The network topology keeps unchanged over time,
and the base station has unlimited power, computing
ability, and locates at the network center.

• Nodes are deployed uniformly, and all the nodes are
homogeneous.

• Each node is aware of its own position through RSSI
localization.

• All sensor nodes are static, and their battery cannot
be recharged.

3.2 Energy model
In this paper, we adopt the same energy consumption
model as that in [11], i.e., the energy consumed by
transmitting an l-bit message by the radio transmitter is
given by

ETx(k, d) =
{
l ∗ (

Eelec + εfsd2
)
, d < d0

l ∗ (
Eelec + εampd4

)
, d ≥ d0

(1)

However, the differences between our work and the one
in [11] are that (i) we consider the relationship between
cluster area size (D) and cluster head cover radius (R) in
the energy consumption model and (ii) we give the new

energy consumption model in the cluster head and the
whole cluster, which means that the expression of optimal
number of clusters is different.
The energy consumption by receiving an l-bit packet is

given by

ERX(l) = l ∗ Eelec (2)

In (1) and (2), Eelec is the energy dissipated per bit by
the transmitter or the receiver circuits. We use εfsd2 and
εampd4 to present the amplifier energy consumption per
bit in a free space model and a multi-path fading chan-
nel model, respectively. d denotes the distance between
the transmitter and the receiver. The threshold d0 can be
defined as

2d0 =
√

εfs

εamp
(3)

If the distance d is less than d0, the free space model
is used as the energy consumption model of the trans-
mitter; otherwise, the multi-path model is used. As the
energy consumption of data transmission is much higher
than that of computing, we do not take the energy con-
sumption for computing into consideration.We assume in
each round of data collection, every cluster member sends
l-bits of data to its cluster head, and then, the energy con-
sumed by a CH in one round of data gathering can be
represented by

Ech = N
k

∗ l ∗ Eelec + N
k

∗ l ∗ EDA + l ∗ εfs ∗ d4BS (4)

Cluster head dissipates energy by receiving signals from
nodes, aggregating the signals, and transmitting the aggre-
gated signal to the BS. k is the number of clusters, EDA
is the energy consumed for a CH processing a bit of data
from its cluster members, and dBS is the average distance
between a CH and the BS. Then, the energy consumed
by each cluster member Enon−ch in one round of data
collection is

Enon−ch = l ∗ Eelec + l ∗ εelec ∗ d2ch (5)

where dch is the distance from the node to the cluster
head.

3.3 Laplacian matrix and Fiedler vector
Spectral clustering algorithms have attracted lots of
research attentions recently. They are easy to implement
as they can be solved efficiently by standard linear alge-
bra components and outperform the traditional clustering
algorithms such as the k-means algorithm. Spectral meth-
ods usually involve taking the top eigenvectors of some
matrix based on the distance between points (or other
properties) and then using them to cluster various points
[33]. Fiedler associates the second smallest eigenvalue of
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the Laplacian matrix with connectivity and suggests par-
titioning by splitting vertices according to their eigenvalue
in the corresponding eigenvector.
In this paper, we use an undirected graph G = (V ,E)

to represent a WSN, where V = {v1, ..., vN } denotes the
set of sensor nodes and E = {e1, ..., eN } indicates the set
of wireless links. Let Amtx = Amtx(G) be the adjacency
matrix of graph G. In addition, the degree matrix Dmtx ∈
RN×N of G is a diagonal matrix where dii is the vertex
degree of node i. We can get the Laplacian matrix of the
graph G by

Lmtx = Dmtx − Amtx. (6)

We sort the eigenvalues of Lmtx(G) in the order of λ0 =
0 ≤ λ1 ≤ λ1 . . . ≤ λN−1. Fiedler investigated graph-
theoretical properties of the eigenvector corresponding to
λ1, which is named Fiedler vector. For the second smallest
eigenvector v1, we define

V− = {i : v1 < 0} ,V+ = {i : v1 > 0} ,V0 = V − V− − V+
(7)

Then, the set of vertices will be defined by V =
V+ ⋃

V−, where V+ and V− are taken as the vertex sets
of two new subgraph obtained by spectral graph partition-
ing, respectively. Spectral graph partitioning is a method
of partitioning a graph into two subgraphs in such a way
that the subgraphs have the approximately equal number
of vertices while minimizing the number of edges between
the two subgraphs. In this paper, we use the second eigen-
vector Laplacian of the graph representing the WSN to
determine the optimal bipartitions of a given graph.

4 Clustering algorithm
In this section, we propose our clustering algorithms,
which consists of three steps: (1) Give the optimal number
of clusters; (2) propose a centralized clustering algorithm
and a distributed algorithm; and (3) present how to choose
cluster heads and cooperative nodes.

4.1 The optimal number of clusters
It is of great significance to determine the optimal number
k of clusters, because the amount of inter-cluster com-
munications increases with k. On the other hand, the
amount of intra-cluster communications grows signifi-
cantly as k decreases. In the following, we will derive the
optimal number of clusters by analyzing the energy model
introduced in Section 3.2.
Suppose that each cluster area is a square of size D × D.

Given the Poisson distribution with density λ, there are
λD2 sensor nodes in each cluster on average. Thus, the
number of clusters is N

λD2 .

After the sensor nodes are partitioned into clusters,
each cluster member sends the sensed data to its clus-
ter head. The cluster head processes the data and then
forwards them to its members that are located near the
boundary of the cluster and are closer to the sink node
while having sufficient residual energy. For example, as
shown in Fig. 1, the WSN is partitioned into 16 clus-
ters. Cluster A transmits data to the sink node through
cooperative node A′.
Without loss of generality, we use cluster A to ana-

lyze the energy consumption in a cluster as depicted in
Fig. 2. As for intra-cluster communication, the distances
between cluster members and the CH are not very far;
thus, we suppose that any node can transmit data to the
CH directly. As described in Eq. (5), we can get the energy
consumption of cluster members. In Fig. 2 , the relation
between D and R is: D = √

2R, where D denotes the
length of cluster. Then, we calculate the expected squared
distance from cluster members to the CH.

E
[
d2ch

] =
∫ √

2R

0

∫ √
2R

0
ρf (x, y)dxdy (8)

= ρ

∫ √
2R/2

−√
2R/2

∫ √
2R/2

−√
2R/2

[
u2 + v2

]
dudv

= 2R4

3
ρ

where ρ = k/M2 and f (x, y) =
[(

x − √
2R/2

)2

+
(
y − √

2R/2
)2]

. The total energy dissipated in

Fig. 1 Data transmission using cooperative nodes. The WSN is
partitioned into 16 clusters. Cluster A transmits data to the sink node
through cooperative node A′
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Fig. 2 The structure of cluster A. The relation between D and R is
D = √

2R, where D denotes the length of cluster

one round of data collection in cluster A can be
calculated by

Ecluster = Ech +
(
N
k

− 1
)
Enon−ch (9)

≈ Ech +
(
N
k

)
Enon−ch

As the cluster head does not transmit the data to
another cluster head directly, Ech can be derived by

Ech =
(
N
k

− 1
)

∗ l ∗ Eelec + N
k

∗ l ∗ EDA

+l ∗ Eelec + l ∗ εfs ∗ d2cn (10)

where dcn is the distance from the cluster head to the
cooperative node. Based on Eqs. (5) and (10), we can get

Ecluster = Ech +
(
N
k

)
Enon−ch

= λD2
(
l ∗ Eelec + lεfs

M2

6k

)
+

(
N
k

− 1
)

∗ l ∗ Eelec

+N
k

∗ l ∗ EDA + l ∗ Eelec + l ∗ εfs ∗ d2cn (11)

and the total energy consumption for one round of data
collection is

Etotal = k ∗ Ecluster

=
(
M2

D2

)
× λD2

(
lEelec + lεfs

M2

6k

)

+k ×
((

N
k

− 1
)

∗ l ∗ Eelec

+N
k

∗ l ∗ EDA + l ∗ Eelec + l ∗ εfs ∗ d2cn
)

(12)

Then, we take the derivation of (12) with respect to k
and let it be 0. We can get the optimal number of clusters,
k =

√
M2N
6d2cn

, to reach the minimum value of Etotal.

4.2 Clustering algorithm
4.2.1 Centralized clustering algorithm
In this part, we propose a centralized clustering algo-
rithm based on spectral partitioning method to partition
the network into a fixed optimal number of clusters. We
assume the sink node has full knowledge of the network
topology. The sink node divides the sensor nodes into k
clusters and connect all CHs.
As aforementioned, we use the second eigenvector

Laplacian, also named as Fiedler vector, of the graph rep-
resenting the WSN to determine the optimal bipartitions
of a given graph. The process of the spectral bisection
clustering is described in Algorithm 1, which consists of
two phases, i.e., recursively partitioning the graph into two
subgraphs and repeatedly applying the same procedure to
the subgraphs. According to Algorithm 1, we can get two
disjoint graphsG1 andG2, and the number of the nodes in
G1 andG2 is almost the same. After the spectral partition-
ing, we can obtain the optimal number of clusters k. As
shown in Fig. 3, 200 sensor nodes are partitioned into six
clusters using our proposed spectral partitioning method,
which are depicted by six colors.

Fig. 3 The six clusters for 200 nodes by spectral partitioning method.
Two hundred sensor nodes are partitioned into six clusters using our
proposed spectral partitioning method
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Algorithm 1 Spectral bisection algorithm
Require:

The graph G = (V ,E);
Ensure:

G1 = (V1,E1), G2 = (V2,E2);
1: compute the Fiedler eigenvector v;
2: for each node i in G do
3: if vi < 0 then
4: put node i in partition V1;
5: i + +;
6: else if vi > 0 then
7: put node i in partition V2;
8: i + +;
9: else

10: take node i as an isolated node.
11: end if
12: end for

4.2.2 Distributed clustering algorithm
In the previous subsection, a centralized clustering algo-
rithm is proposed; however, it is unrealistic that each node
has full knowledge of the network topology. Therefore,
in this part, we would like to propose a distributed clus-
tering algorithm by only using neighbor information of a
node, which would be more applicable to WSNs. And in
the simulation, we will use a centralized algorithm as a
benchmark to evaluate the performance of our distributed
algorithm. This is because the centralized algorithm may
have the best performance by using full knowledge of
the network topology. We first assume that the sink is
aware of the sensing field but does not need to know
the exact locations of sensor nodes. In our proposed dis-
tributed algorithm, the sink divides the field into c cluster
areas by using fuzzy C-means (FCM), calculates the geo-
graphic central point of each cluster area, and broadcasts
the information to all sensor nodes. The sensor nodes in
each cluster elect their CH. The sensor node closest to the
center of the cluster area is elected as the CH. The CHs
then broadcast advertisement messages to sensor nodes
to invite them to join their respective clusters.
Given a sensing field and the optimal number of clus-

ters, the sink needs to find out the central points of c
cluster areas. We adopt the clustering algorithm in [34] to
divide the whole sensing field into small grids and place
a virtual node at the center of each grid to represent the
grid. As depicted in Algorithm 2, V ′ is the set of nodes in
the grids and the nodes in V ′′ are the approximate central
points of the c cluster areas in the sensing field.
After getting the geographic location of the central point

of a cluster, the sensor node that is the closest to the cen-
tral point will become the CH. To elect the CH, we let all
nodes within the range of r from the center be the CH
candidates and each candidate broadcasts a CH election

message that contains its identifier and location. After a
timeout, the candidate with the smallest distance to the
center of the cluster among the other candidates becomes
the CH node.
When a CH is elected, the CH broadcasts an advertise-

ment message to other sensor nodes in the sensor field,
to invite them to join the cluster. During this phase, each
non-CH node joins the cluster with the closest CH node
based on the received signal strength of the advertisement
message. After that, the sensor node informs the CH node
that it will be a member of the cluster by sending a short
join message.

Algorithm 2 Distributed clustering algorithm
Require:

graph G = (V ,E), an auxiliary graph G′ = (V ′,E′), a
subset of nodes V ′′ = c;

Ensure:
k clusters;
1: for j = 1 && jεV ′ do
2: Node j is given the coefficient uij for being a mem-

ber of cluster i uij = 1∑c
k=1(dij/dkj)2/(m−1)

3: end for
4: repeat
5: for j = 1 → k do
6: compute the centroid of each cluster
7: pos(centeri) =

∑n
j=1 umj pos(node)j∑k

j=1 umj
8: until no change of cluster
9: end for

10: for i = 1 → N do
11: compute distance between i and V ′′, dtoch;
12: if dtoch < r then
13: broadcast a CH electionmessage to i;
14: end if
15: take the node with the smallest distance to v′′ as

cluster head;
16: end for
17: for j = 1 → k do
18: broadcast advertisement messages to the sensor

field
19: nodes i to n decide the cluster to join into;
20: end for

4.3 Cooperative nodes and cluster head selection
4.3.1 Strategy to choose cooperative sensor nodes
The selection of cooperative nodes (CNs) greatly impacts
the network lifetime. Thus, it is expected to design an
appropriate selection strategy. During the initialization
phase, the sink node broadcasts several BEACON mes-
sages periodically to all sensor nodes at a fixed power level.
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The nodes near the sink node receive the messages and
flood them to the rest of the network.
The best candidate CNs are the sensor nodes that have

sufficient residual energy and receive more BEACON
messages. When a sensor node v receives a BEACON
message, it increases the BEACON counter nb by one and
records the signal strength s. Then, the sensor node cal-
culates a probability of being selected as a CN, vchance,
based on its residual energy, the counter nb, and the aver-
age signal strength of the received BEACON messages,
i.e., vchance can be calculated by

vchance = a1
Eres
Emax

+ a2nb + a3
∑

s
nb

(13)

where a1, a2, and a3 are the weight coefficients of the
residual energy, the nb value, and the average signal
strength of received BEACONmessages, respectively.
Subsequently, the node v sends a candidate message

containing its identification and the probability value to
the cluster head. The nodes with higher probability val-
ues are more likely to be elected as CNs. The role of
CNs would be rotated among cluster members when the
energy level of a CN drops below an energy threshold.

4.3.2 Cluster head selection
Fuzzy logic is very suitable for implementing the heuris-
tic clustering and its optimization like the cluster head
quality classification. It is inherently robust since it does
not require the precise and noise-free inputs and can be
programmed to fail safely. The model of fuzzy logic con-
trol consists of a fuzzier, a fuzzy inference engine, and
a defuzzier. In this paper, we use a fuzzy inference (FIS)
to calculate the probability for a node to become a CH.
The input variables of fuzzy inference are the residual
energy Eres and the distance to the central nodeDtocn, and
the output is the probability of the node to be selected
as a CH.
The first input variable of fuzzy logic shown in Table 1

is the distance between the sensor node and the central
node, which have three values: close, medium, and far. A
trapezoidal membership function is chosen for the val-
ues of close and far. On the other hand, the membership
function of medium is a triangular membership function.
The second one is the residual energy of the sensor

node, with the values of low, rather low, medium, rather
high, and high. The values of low and high correspond to
a trapezoidal membership function, while other values of
the variable use a triangular membership function.
Based on the two fuzzy input variables, 18 fuzzy map-

ping rules are defined in Table 1. We can derive the fuzzy
output of probability by the fuzzy rules. This fuzzy vari-
able has to be transformed into a single crisp number that
is a form we can use in practice. This process is called

Table 1 Fuzzy mapping rules

Distance to CN Residual energy Probability

Close High Very high

Close Rather high Rather high

Close Medium High

Close Rather low Very low

Close Low Very low

Close Very low Very low

Medium High High

Medium Rather high Rather high

Medium Medium Medium

Medium Rather low Medium

Medium Low Very low

Medium Very low Very low

Far High Medium

Far Rather high Medium

Far Medium Rather low

Far Rather low Rather low

Far Low Low

Far Very low Very low

defuzzification, and we induce the center of area (COA)
by the defuzzification method like Eq. (14),

output =
∫
x ∗ μchance(x)dx∫

xdx
, (14)

where μchance(x) denotes the membership function of the
fuzzy set of probability. A node which holds more resid-
ual energy and close to the cooperative sensor node has a
higher probability to become a CH.

5 Simulation results
In this section, we present the simulation results to evalu-
ate our proposed algorithms. On the establishment of the
network model, we assume that the sensor nodes are dis-
tributed in a 100 m×100 m area. The sink node is located
at a central point (50, 50). The number of sensor nodes
varies according to the simulation respects. The parame-
ters used in the simulations are described in Table 2. We
compare our algorithms with HEED algorithm from four
respects: the number of rounds until the first node dies,
the number of alive sensor nodes over time, the evolution
of the remaining energy in the network, and the impact
of the initial energy quantity on the performance. This is
because similar to our algorithm, HEED algorithm also
considers residual energy to select cluster head.We ignore
the effect caused by the transmission collisions and the
interference in wireless channels.
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Table 2 Configuration parameters

Parameter Value

Eelec 50 nJ/bit

εfs 10 pJ/bit/m2

εamp 0.0013 pJ/bit/m4

EDA 5 nJ/bit/message

Size of message 4000 bits

Initial energy 0.5 j

5.1 Comparison of the number of rounds for the first
node dead

It is necessary that all sensor nodes stay alive as long
as possible because network performance decreases once
there is a node to die. Thus, it is important to know when
the first node dies. The time when the first node dies in
the simulations for all compared algorithms can be found
in Figs. 4 and 5. In Fig. 4, the initial energy is fixed but
the network model is changed (i.e., the number of sen-
sor nodes is variable). And in Fig. 5, the initial energy
is changed but the number of sensor nodes is fixed. We
examine separately how networkmodels and energy mod-
els affect our algorithm performance. Figure 4 shows the
performances of these clustering algorithms by increasing
the number of sensor nodes N from 100 to 300. When
there are 200 nodes in the given sensing area, the first
node dead occurs at the round of 700 by our distributed
algorithm, while it is about at 600th round by HEED algo-
rithm. It can be seen from Fig. 5 that when the initial
energy of sensor nodes is increased from 0.5 to 1.5 J and
then up to 2.5 J, the advantage of our algorithms over
HEED becomes more obvious in terms of prolonging the
network lifetime.
It can be observed that our proposed algorithm can

greatly improve the network lifetime compared to HEED

Fig. 4 Impact of the node density. It shows the performances of these
clustering algorithms by increasing the number of sensor nodes N
from 100 to 300

Fig. 5 Impact of the initial energy. When the initial energy of sensor
nodes is increased from 0.5 to 1.5 and then up to 2.5, the advantage
of our algorithms over HEED becomes more obvious in terms of
prolonging the network lifetime

because they have the larger number of rounds when
the first node dies. It can also be seen from the figures
that our algorithms can operate efficiently as the node
density and initial energy increase. As the first node’s
death time can reflect the robustness of algorithm, our
algorithms are also shown to be robust. This is because
the scalability, lifetime, and efficiency of the whole net-
work depend upon the optimal number of clusters and
the spatial position of cluster head. It is worth noting
that the optimal number of clusters is calculated by the
energy model (12). Compared to HEED, our algorithm
can obtain the optimal number of clusters and provide an
optimal cluster head selection strategy tominimize energy
consumption.
Figures 4 and 5 show that our centralized algorithm out-

performs our distributed algorithm. This is because the
BS has global knowledge of the location and energy of all
the nodes in the network, so it can produce the optimal
number of clusters so that the energy consumption for
data transmission is minimized. Moreover, we adopt the
spectral partitioning method in our centralized algorithm
to divide the network into clusters before the process of
the cluster head selection. Furthermore, the simple imple-
mentation of our algorithm based on the computation of
the matrix eigenvectors can make it easier to divide the
network into clusters and reduce the energy consumption
of clusters in the formation phase.

5.2 Comparison of the nodes’ lifetime
In this subsection, we set the number of sensor nodes to
200, and the initial of each node is 0.5 J. Figure 6 shows
the number of nodes alive over time for all compared algo-
rithms. It is clear that our algorithms can improve the
network lifetime (the difference between the time that
the first node dies and the time that the last node dies)
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Fig. 6 Number of nodes alive over time. Our algorithm can improve
the network lifetime (the difference between the time that the first
node dies and the time that the last node dies) compared to HEED

compared to HEED. In HEED, tentative cluster heads are
randomly selected based on their residual energy. There-
fore, the sensors with low residual energy could become
cluster heads because they use the intra-cluster communi-
cation cost to select final cluster heads. Furthermore, the
energy consumption of cluster heads is not well-balanced.
In our algorithms, we adopt two strategies to balance the
energy consumption among nodes. We first choose coop-
erative nodes to reduce the energy consumption of cluster
heads and then choose cluster heads based on FIS. The
formation of clusters based on the remaining energy of
nodes allows the nodes with low energy levels to have
a lower probability of choice. Thus, we can efficiently
prolong the lifetime of network.

5.3 Comparison of the remaining energy
Figure 7 depicts the total residual energy in the net-
work after a large number of rounds of data collec-
tion. The network residual energy decreases rapidly in

Fig. 7 Remaining energy in the network. It shows the changes of the
total residual energy in the network after a large number of rounds of
data collection. The network residual energy decreases rapidly in
HEED than in our algorithms

HEED than our algorithms. We can see that after 1000
rounds of data collection, approximately 95% of the total
energy is consumed in the HEED. However, only 82%
of the total energy is consumed in our centralized algo-
rithm. This improvement is attributed to the consider-
ation of the distance to central nodes and the strategy
to choose cooperative nodes. It can efficiently reduce
energy consumption in both intra-class and inter-class
formation. As we have obtained the central node of
each cluster before cluster formation, it is quite easy to
get the distance between central nodes and candidate
nodes.
In fact, the consideration in cluster head selection can

ensure the nodes close to the central nodes have higher
probability to become cluster head. The proposed algo-
rithm can also make the nodes distributed uniformly
for the different clusters. Besides, our proposed scheme
succeeds to rotate the cooperative nodes based on the
distance to BS and residual energy. Clearly, cooperative
nodes can save the energy consumption of inter-class
data transmission. The simulation results confirm that
our algorithms give a significant performance improve-
ment in terms of energy and lifetime, compared to HEED
protocols.

6 Conclusions
In this paper, we aim to get an efficient way to prolong
the lifetime of wireless sensor network in the background
of big data. In order to reduce the energy consump-
tion of cluster head, we use cooperative nodes to relay
data to the sink node. Based on the energy model, we
get a reasonable number of clusters which can balance
the energy consumption of inter-cluster communication
and intra-cluster communication. Furthermore, we pro-
pose a centralized algorithm and a distributed algorithm
to divide the network into clusters which can extend the
lifetime of network. To balance the energy consumption
sensor node, we propose an efficient strategy to choose
cooperative nodes and cluster heads. It has been shown
by simulations that our proposed algorithm achieves a
significant performance improvement.
However, our algorithm has also some limits. One

limit is that the network topology is required to keep
unchanged over time, and sensor nodes are deployed uni-
formly. Another limit is that all the nodes are assumed to
be homogeneous and have the same energy consumption
model and each node is aware of its own position through
RSSI localization. In particular, the proposed fuzzy logic-
based clustering algorithm is heuristic, which may lead to
the failure of clustering.
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