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Abstract

The weighting method of the traditional fixed combination forecasting model is the only criterion considered to
improve accuracy, which has some limitations. In order to improve the comprehensive prediction performance of
the combined model, hierarchical structure of the combined model by selecting some parameters which can
reflect the performance of the model (including prediction accuracy, robustness, sensitivity, and the amount of
fitting data) is established and a kind of multiple factor and multiple criteria weighting method of combination
forecasting model is put forward. Based on SVR model, GM (1, 1) model, and ARIMA model, a combination
forecasting model based on Improved Analytic Hierarchy Process (AHP) is constructed and applied to a foundation
pit. The experimental results show that the combined forecasting model based on improved AHP are better than
the single model in precision and robustness; it also has good effect in sensitivity, which has more comprehensive
prediction performance than the single models, and has good engineering and practical value.

Keywords: SVR model, GM (1, 1) model, ARIMA model, Improved analytic hierarchy process, Combination
forecasting model

1 Introduction
Because of the complexity of the deformation and the
limitations of various forecasting model, it is a trend [1]
to forecast deformation accurately by using effective
information of multiple models. So the combination
model of weight problem also will become the research
focus. Pengpeng et al. [2] established a various weight
combination based on linear regression prediction model
and gray model GM (1,1); Shaofeng et al. [3] established
a combination prediction model based on entropy weight
method; Caiyun et al. [4] established five types of deform-
ation parallel combination forecasting models that include
sub-optimal weight, optimal weight, gray comprehensive
correlation degree weight, entropy weight, and neural
network. And the characteristics of weight seeking under
the five kinds of constraints are discussed. But for now,
most of the research work to determine the weights of
each single model is based on minimizing the sum of
square errors or sum of absolute values of error [5]. So

there are defects that are not considered in the advantages
and disadvantages of a single model in all aspects of
performance: cannot make full use of its information and
simple improvement in the precision, and the comprehen-
sive prediction performance is not optimal, for example,
when there are outliers, model may fail. Paper [6] also
pointed out that when choosing prediction models, we
should not only consider whether the prediction results of
the model can reflect the complexity of the environment,
but also have certain accuracy, and we should consider
whether the model can be accepted by users and other
related factors. In view of this situation, the evaluation sys-
tem for the performance of each model is constructed,
and the weight of each model is determined by combining
with the improved AHP (Analytic Hierarchy Process,
AHP for short). Taking the data of a foundation pit in
Guangzhou as an example, the chosen three single models
include SVR, GM (1,1), and ARIMA. Then, the com-
bined forecasting model based on the improved AHP is
established and the application research is carried out.
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2 Brief introduction of basic model
2.1 SVR model
The full name of SVR is support vector regression; it
was put forward by Vapnik in 1990s, and it is a new
statistical method [7], which can deal with many
problems such as regression and pattern recognition.
The basic idea is to use the known sample data to
obtain an optimal fitting function. The modeling
process [8] is:

(1) Giving a training set:

T ¼ x1; y1ð Þ;⋯ xl; ylð Þf g∈ Rn � Yð Þl ð1Þ
xi∈Rn; yi∈Y ¼ R; i ¼ 1;⋯; l

(2) Mapping sample input to high-dimensional space
by nonlinear mapping and constructing the function
of SVR:

y xð Þ ¼ ωTφ xð Þ þ b ð2Þ
“ω” is a weight vector, and “b” is a deviation.

(3) Turn it into the following optimization problem:

min
ω;b;ξ;ξ�ð Þ

1
2

ωk k2 þ c
Xn
i¼0

ξ i þ ξ�i
� � ð3Þ

s:t
yi−ω � ϕ xið Þ−b≤εþ ξ i
ω � ϕ xið Þ þ b−yi≤εþ ξ�i

ξ i≥0; ξ�i ≥0

8<
: ð4Þ

“c” is the penalty parameter, and “ξi ≥ 0” is the relax-
ation factor.

(4) The function model of SVR can be solved by
using Lagrange function and KKT optimization
condition:

y xð Þ ¼
Xl
i¼1

ai−ai�ð ÞK x; xið Þ þ b ð5Þ

“ai” is the Lagrange multiplier, and the “K (x, xi)” is a
kernel function.

(5) The deformation prediction model needs strong
fitting ability. Therefore, the Gauss radial basis
function is used as the kernel function of SVR:

K x; xið Þ ¼ exp −
x−xik k22
2σ2

 !
ð6Þ

2.2 GM (1, 1) model
The gray model is first proposed by Professor Deng
Julong [9], which is mainly used to solve the predic-
tion problem under the condition of poor informa-
tion. In the prediction of deformation monitoring, a
differential equation of first order and one variable is
generally adopted, which is called GM (1,1), the mod-
eling process [10, 11] is:

(1) Set the original deformation monitoring sequence as:

x 0ð Þ ¼ x 0ð Þ 1ð Þ; x 0ð Þ 2ð Þ;Λ; x 0ð Þ nð Þ
n o

ð7Þ

(2) A cumulative addition:

x 1ð Þ ¼ x 1ð Þ 1ð Þ; x 1ð Þ 2ð Þ;Λ; x 1ð Þ nð Þ
n o
x 1ð Þ tð Þ ¼

Xt
i¼1

x 0ð Þ ið Þ
t ¼ 1; 2;Λ; n

ð8Þ

(3) The establishment of first-order differential
equation:

dx
1ð Þ tð Þ
dt

þ ax 1ð Þ tð Þ ¼ b ð9Þ

(4) Matrix form is:

yN ¼ Bf ð10Þ

(5) The “a” and “b” can be obtained by the least square
method:

x̂ 1ð Þ t þ 1ð Þ ¼ x 0ð Þ 1ð Þ− b
a

� �
e−at þ b

a
ð11Þ

(6) The solution of first-order differential equation:
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x̂ 1ð Þ t þ 1ð Þ ¼ x 0ð Þ 1ð Þ− b
a

� �
e−at þ b

a
ð12Þ

(7) Data restore:

x̂ 0ð Þ t þ 1ð Þ ¼ x̂ 1ð Þt þ 1−x̂ 1ð Þ tð Þ
orx̂ 0ð Þ t þ 1ð Þ ¼ 1−eað Þ x 0ð Þ 1ð Þ− b

a

� �
e−at

ð13Þ

In the above formula, “a, b” is a gray parameter, and
“t” is a time series.

2.3 ARIMA model
The full name of ARIMA is auto-regressive integrated
moving average model; it is a famous time series predic-
tion method which was put forward by Box and Jenkins
in early 1970s. The ARIMA model is expressed as:

xt ¼ ϕ1xt−1 þ ϕ2xt−2 þ Λþ ϕnxt−n−θ1at−1−θ2at−2

−Λ−θmat−m þ at
ð14Þ

In the above formula, at ∼N(0, σ0
2), φi(i = 1, 2,Λ, n) is

called the autoregressive parameter, and n is the order of
the model.

3 Combined model and methodology
3.1 Improved AHP
AHP is a combination of qualitative and quantitative, sys-
tematic, and hierarchical analysis method. The basic idea
of traditional AHP [12] is as follows: each factor of ana-
lysis system is divided into several levels according to dif-
ferent properties, then the judgment matrix is constructed
by paired comparison method on the same level, next the
maximum characteristic solution and the corresponding
eigenvector of each judgment matrix are calculated and
the consistency check is done. Finally, the weight vector is
obtained. This paper makes the following improvements
in view of the shortcomings of the traditional AHP.

(1) Because the accuracy requirement of the “1–9”
scale in the traditional AHP is very high for the
accuracy of the judgment of the importance degree,
so it is difficult to grasp and improve the human-
centered view. Therefore, the “0–2” three scale
method is used to replace the “1–9” scale.

(2) The comparison matrix constructed by expert
evaluation of traditional AHP, considering that even
the same model will have different effects in
different projects, this paper adopts the “backward
method” to construct the comparison matrix; first,
the single model is used to predict, and then the

comparison matrix is constructed according to the
prediction results.

(3) In this paper, the concept of optimal transfer matrix
in document [13] is introduced, which avoids
repeated checking consistency in traditional AHP,
reduces computation, and simplifies the model.

The detailed steps of the improved AHP are as follows:

(1) Establishing a hierarchical structure model. The top
is the target layer, the middle is the index layer, and
the bottom is the program layer.

(2) Constructing a comparison matrix by “0–2” three
scale method. The comparison matrix is constructed
according to the prediction results of the single model.

Aij ¼
a11 a12 Λ a1n
a21 a22 Λ a2n
M M O M
an1 an2 Λ ann

2
664

3
775 ð15Þ

aij ¼
0The importance of i factoris not as goodas j factor
1 The importance of i factoris equal to j factor
2 The importance of j factoris not as good as i factor

8<
:

(3) Calculation of importance ranking index “rij”:

ri ¼
Xn
j¼1

Aij ð16Þ

(4) Establishing judgment matrix “B”:

B ¼
b11 b12 Λ b1n
b12 b22 Λ b2n
M M O M
bn1 bn2 Λ bnn

2
664

3
775

bij ¼
ri−r j

rmax−rmin
k−1ð Þ ri 〈 r j

r j−ri
rmax−rmin

k−1ð Þ þ 1

� �−1
; ri 〈 r j

8>><
>>:

rmax ¼ max rið Þ; rmin rið Þ; km ¼ rmax

rmin

ð17Þ

(5) Finding the optimal transfer matrix “C”:

cij ¼ 1
n

Xn
l¼1

lg bilð Þ−1g bjl
� �� � ð18Þ

(6) Finding the quasi optimal uniform matrix “D”:

dij ¼ 10cij ð19Þ
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(7) Finding the eigenvector “w” corresponding to the
maximum eigenvalue of “D,” and obtaining weight
vector by normalized “w”:

w0 ¼ w−wmin

wmax−wmin
ð20Þ

In the formula (9), “w” is eigenvector, and “w′” is
weight vector.

3.2 Combined model constructing
The basic idea to construct the combined forecasting
model based on the improved AHP is as follows: first,
selecting the performance evaluation index of the model
then weighting for each model by improved AHP, so a
combined prediction model is constructed, and the steps
of the modeling are as follows:

(1) There is m kinds of single prediction model, and yi
is the predictive value of the i model (i = 1, 2,Λ,m);

(2) Combined with the literature and the actual
situation, the evaluation index of the model is
selected as follows: prediction accuracy, robustness,
sensitivity, and the amount of data needed to be
fitted. A hierarchical structure model is set up as
shown in Fig. 1.

Robust [14]is also known as reliability; different do-
mains have different definitions. In this paper, it is de-
fined as the ability of the model to resist the gross error.
Sensitivity [15]is the extent to which the change of infor-
mation affects the ranking results of the scheme. In this
article, it is defined as the extent to which the model can
reflect the subtle changes in the input data.

(3) The comparison matrix is constructed according to
the prediction results of each single model.

(4) The weight of each single model is determined by
the improved AHP.

w ¼ w1;w2;Λ;wmð Þ ð21Þ

(5) Combination model construction.

f ¼
Xm
i¼1

wi � yi ð22Þ

(6) Rolling prediction: first, input m period training
sample to predict the m + 1 deformation data, and
then add the predicted m + 1 data to the training
sample to form a new training sample (keeping the
number of training sample is constant), continue to
predict the m + 2 data, and so on, until all the
samples to be predicted are drawn.

(7) Performance evaluation of combined model.

A combined prediction model building flow chart
based on improved AHP is shown in Fig. 2.

4 Evaluation index
In order to comprehensively evaluate the effect of the
combined model, the effects of each model on deform-
ation prediction of foundation pit were evaluated by root
mean square error, deviation rate, and response rate.

(1) Root mean square error (RMSE)
Evaluating the prediction accuracy of each model
by the RMSE, there is the worse prediction effect
with the larger RMSE and the better prediction
effect with the smaller RMSE.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
t¼1

yt−ŷtð Þ2
s

ð23Þ

(2) Deviation rate (DR)
Evaluating the robustness of the model by DR, the
meaning of DR is the degree of deviation between
the predicted values when the fitting data contains

Target layer O Index layer C Program layer P

Combinatorial 
model

Prediction accuracy

Robustness

Sensitivity

Fitting data quantity

Model 1

Model 2

Model m

Fig. 1 Hierarchical structure diagram of combined model. As a
hierarchical structure diagram, it consists of three layers: target layer,
index layer, and program layer. The program layer contains a variety
of intelligent model types, and which model should be chosen by
the actual needs of the project. The index layer contains a variety of
evaluation indexes of the single model: prediction accuracy,
robustness, sensitivity, and the amount of data needed to be fitted.
These selected indexes can reflect the performance of the model
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gross error and the original predicted values when
the gross error is not included in the fitting data;
there is the worse robustness with the larger DR
and the better robustness with the smaller DR.

DR ¼ predicted value contains gross error−original predicted values
original predicted values

�100%

ð24Þ

(3) Response rate (RR)

Evaluating the sensitivity of the model by RR, the
meaning of RR is the rate of change between the pre-
dicted values of each model and the original predicted
value when the fitting data is slightly disturbed. There is
the worse sensitivity with the smaller RR and the better
sensitivity with the larger RR.

RR ¼ predicted value with slightly disturbed−original predicted value
original predicted value

�100%

ð25Þ

5 Simulation results and discussion
Taking the monitoring data of a foundation pit project
in Guangzhou [16], which are shown in Table 1, as an
example, it has 21 sets of settlement data; in this paper,
the first 18 phases are used as model fitting data, and
the latter 3 are used as prediction data.

5.1 Simulation setting and results
Selecting the SVR, GM (1,1), and ARIMA as the basic
models, predictive value A is predicted by three single
models with original fitting data, calculating the predic-
tion RMSE of each model; predictive value B is predicted
by three single models when the fitting data contains

Prediction results of each 
single model

Acquisition of monitoring 
data

Building a hierarchical 
structure model

Establishing judgement 
matrix

Weighting by optimal 
transfer matrix 

Target 

Program 

Index 

Prediction accuracy

Robustness

Sensitivity

Fitting data quantity

Expert sort

Verification by single 
model prediction results

Combined forecasting 
model based on Improved 

AHP

Fig. 2 Flowchart of construction of the combined model. In order to make readers understand the whole structure of the combined model more
clearly, there is a flowchart from data preparation to determine the weight of each single model. The detailed solution steps can be seen in Section 3

Table 1 Foundation pit monitoring data

Periods Observations/
mm

Periods Observations/
mm

Periods Observations/
mm

1 3.34 8 4.00 15 4.27

2 3.36 9 4.10 16 4.31

3 3.42 10 4.13 17 4.32

4 3.72 11 4.19 18 4.35

5 3.83 12 4.22 19 4.41

6 3.90 13 4.23 20 4.48

7 3.97 14 4.25 21 4.55
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gross error (fifth and tenth observations were changed
to 6 and 8 mm respectively), calculating the prediction
DR of each model; predictive value C is predicted by
three single models when the fitting data is slightly dis-
turbed (fifth and tenth observations were adjusted to 4
and 4 mm respectively), calculating the prediction RR of
each model. The results are shown in Table 2.
According to Table 2, the hierarchical structure model,

the comparison matrix of the program layer to the index
layer and the comparison matrix of the index layer to
the target layer are constructed respectively. It can
obtain the weights of SVR, GM (1,1), and ARIMA which
are 0.326, 0.162, and 0.512 respectively by using
MATLAB to write an improved AHP program.
So the expression of the combined model is as follows:

f ¼ 0:326l1 þ 0:162l2 þ 0:512l3

The standard predictive value A, the robustness pre-
dictive value B, and the sensitivity predictive value C
predicted by the combined model are shown in Table 3.
The RMSE of the predictive value A, the DR of the
predictive value B, and the RR of the predictive value C
calculated by single model and combination model are
shown in Table 4.

6 Discussion
According to Table 4, in terms of the prediction accur-
acy, the minimum residual of the combined model is
0.012, the maximum is 0.039, and the RMSE is + 0.026,
which is lower than the other single model, and as
shown in Fig. 3, the deformation curve predicted by the
combined model is more consistent with the observed
deformation curve, which shows that the combined
model is more capable of reflecting the deformation
trend than the single model. So the prediction accuracy
from high to low is as follows: the combination model >
ARIMA model > SVR model > GM (1,1) model. In

terms of robustness, the minimum DR of the combined
model is 2.3, the maximum is 2.93, and the average DR
is 2.53, which is lower than all the single models, indi-
cating that the combined model is least affected by gross
errors, and as shown in Fig. 4, the predicted deformation
curve of the combined model is most close to the actual
deformation curve, indicating that the prediction effect
of the combined model is the most stable. So the robust-
ness from optimal to inferior is as follows: the combin-
ation model > ARIMA model > SVR model > GM (1,1)
model. In terms of sensitivity, the average RR of the
combined model is 2.51, which is higher than the that of
the GM (1,1) model and ARMIA model, indicating that
the combined model can also respond to smaller de-
formation, and as shown in Fig. 5, the prediction curve
of the combined model has obvious changes, and its
amplitude is only slightly smaller than that of the SVR
model. In terms of the required amount of fitting data,
the adjustment of the weight of the combined model can
weaken the demand for a single model with more data.
Therefore, combining the above results, the combined
model is better integrated with the advantages of the
single model, which can achieve better results in all
aspects.

Table 4 Comparison of the effect of single-item model and the
combined model

Periods 19 20 21 RMSE Average

SVR Residual/
mm

− 0.039 0.026 0.097 ± 0.062

DR/% 6.86 7.27 7.57 7.23

RR/% 4.38 6.62 8.53 6.51

GM (1,1) Residual/
mm

− 0.134 − 0.125 − 0.118 ± 0.126

DR/% 11.71 12.07 12.43 12.07

RR/% 1.25 1.37 1.52 1.38

ARIMA Residual/
mm

0.03 0.046 0.052 ± 0.044

DR/% 3.95 4.62 5.02 4.53

RR/% 0.21 0.38 0.44 0.34

Combination
model

Residual/
mm

− 0.019 0.012 0.039 ± 0.026

DR/% 2.3 2.35 2.93 2.53

RR/% 1.74 2.57 3.24 2.51

Table 3 Forecast results of the combined model

Periods Observations/
mm

Predictions A/
mm

Predictions B/
mm

Predictions C/
mm

19 4.41 4.438 4.376 4.375

20 4.48 4.484 4.401 4.378

21 4.55 4.531 4.437 4.39

Table 2 Prediction results of single model

Periods SVR GM (1,1) ARIMA

A/mm B/mm C/mm A/mm B/mm C/mm A/mm B/mm C/mm

19 4.449 4.144 4.254 4.544 5.076 4.487 4.38 4.207 4.371

20 4.454 4.130 4.159 4.605 5.161 4.542 4.434 4.229 4.417

21 4.453 4.116 4.073 4.668 5.248 4.597 4.498 4.272 4.478
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7 Conclusions
Different single models have their own advantages and
disadvantages. Combining with each single prediction
model in an appropriate way can fully draw the advan-
tages of each single prediction model and avoid its
shortcomings, so that the deformation prediction is

carried out in a more comprehensive way. This paper se-
lects several indicators that can reflect the performance
of the prediction model then solves the weights of each
single model by the improved AHP, so a combination
model for deformation prediction is built. The applica-
tion results show that the combined model built in this
paper achieves good results in prediction accuracy, ro-
bustness, and sensitivity, and the comprehensive per-
formance is better than all single prediction models,
thus providing a new method for deformation prediction
research.
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rate; SVR: Support vector regression
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