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Abstract

The deployment cost of advanced metering infrastructure (AMI), one of the key elements for smart grid, often arises
from three sub-systems, respectively referred to as data management system, communication network, and smart
devices. Among them, the costs of communication network account for a considerable proportion. In smart grid,
smart devices are generally fixed in a certain position and schedule reading of interval meter data. They do not only
cover smart meters, but also extend gas, water meters, and other sensors measuring light, humidity, and temperature.
Many of them are often with battery supply, and this will bring utilization constraints especially in communication
network. The deployment needs of reducing cost and the energy-constrained network for an extremely large-scale
AMI infrastructure both require optimum communication technologies that consider energy consumption, minimize
energy use, simplify network topology, and prolong network lifetime. As an emerging 3GPP radio interface
technology specifically designed for low power wide area networks (LPWANs), Narrowband Internet of Things
(NB-IoT) inherits from the existing LTE but does many simplifications. Its most prominent features, enhanced coverage
and low power consumption, are being pursued for a large-scale AMI communication network. In this paper, we
provide a survey of AMI communication, emphasize on the key technologies of NB-IoT, analyze the performance of
NB-IoT network over a real-world, and demonstrate the potential of NB-IoT to support and boost AMI in smart grid.
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1 Introduction
Smart grid, the next generation electric grid, is a two-way
data communication network which enables the smart
integration of conventional power generation, renew-
able generation, distributed generation, energy storage,
transmission, distribution, and demand management [1].
Through automated control and communication tech-
nologies, it brings great benefits including the enhanced
reliability and responsiveness, higher operational effi-
ciency, more efficient self-management, and better power
quality. As one of the key sub-systems of smart grid,
advanced metering infrastructure (AMI) is aimed not
only to collect all the data and information from smart
meters/sensors and consumers, but also to implement
control signal and instruction so as to perform accurate
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and effective control actions throughout smart grid [2].
The transmission of these information flows among all
the components is completely dependent on the commu-
nication network. AMI is usually responsible for smart
electricity, but is not limited to. Smart gas, water meters
plus other sensors measuring light, humidity, and temper-
ature can also be covered [3] and collectively be called
as smart devices. As the main components of the AMI
networks, smart meters could play the role of the access
points, and the other home area network (HAN) sen-
sors collect and forward the measurement data to smart
meters. In an extended AMI network, the number of
smart devices may become quite high, even up to a high
order of magnitude, and they typically implement infor-
mation interaction with other components using some
combination of wireless and wired communications [4].
Both wireless and wired communications should meet

specific requirements, i.e., reliability, latency, bandwidth,
and security, depending on AMI tasks, and the cost of
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the deployment is also very critical, especially for the
extremely large-scale applications. According to the Elec-
tric Power Research Institute [5], the cost associated
with the deployment of AMI arises from three sources
respectively referred to as data management system, com-
munication network, and smart devices. The costs of
communication network and smart devices account for
up to 20% and 45% respectively, generally including the
infrastructure cost, the deployment cost, and all the main-
tenance costs. For an extremely large-scale AMI, these
costs need to be shared among tens of thousands of
smart devices, and thus, each smart device’s share of the
operating expense would be very low. Smart devices dis-
tributed in a wide range of areas are generally fixed in
a certain position, such as homes, offices, buildings, or
fields, and schedule reading of interval meter data. The
main features of the smart devices could be summarized
as stationary, multiple points, low energy consumption,
and extensive deployment. Communication infrastruc-
tures for smart meters and meters/sensors like water and
gas consumption are very similar in many aspects yet
differ in some traits. Smart meters deployed as access
points, in need of higher bandwidth, are typically fed from
the same electric feed that they are monitoring [6, 7].
Nevertheless, gas and water meters often send small pack-
ets periodically in uplink and receive a small amount of
instruction flow in downlink. Furthermore, they often
run completely on battery which will bring utilization
constraints especially in communication network [8]. Pro-
longing the network lifetime can reduce expenditure, so
it is required to have a minimum battery life expectancy
of 12 or 15 years, and even 20 years for some applications
[9]. Considering the high cost for energy consumption
and battery replacement in extremely large-scale network,
smart devices have to be in low cost range and low energy
consumption; however, these are quite dependant on the
external factors such as communication network, elec-
tronic devices, and measured quantity. In this study, we
focus on the communication technology. The deployment
needs of reducing cost and the energy-constrained net-
work for an extremely large-scale AMI infrastructure both
require optimum communication technologies that con-
sider energy consumption, minimize energy use, simplify
network topology, and prolong network lifetime.
Low power wide area network (LPWAN) has become

an exciting new trend in the development of the wireless
communication system since it was first proposed as a
class of wireless technology used for machine-to-machine
(M2M) or Internet of Things (IoT) communications in
2013. Compared with traditional wireless technologies
such as mesh, Zigbee, Wi-Fi, Bluetooth, and cellular,
LPWAN has longer lifetime of nodes, lower transceiver
chip cost, and larger coverage area, and thesemain charac-
teristics distinguish itself from other technologies [10]. So

far, many of the LPWA technologies have emerged in both
unlicensed and licensed markets, such as LTE-M, weight-
less, SigFox, LoRa, and Narrowband Internet of Things
(NB-IoT)[11]. Among them, NB-IoT that was standard-
ized in Release 13 of 3GPP’s specification in 2016 is one
of the leading emergent technologies. The performance
objectives of NB-IoT are to provide high coverage (20 dB
improvement compared to GPRS), low device power con-
sumption (a battery life of up to more than 10 years), low
delay sensitivity (less than 10 s), massive capacity (cell-
site sector, at least 52,547 devices), and ultralow device
cost (less than $5) [12]. These enable a high potential
for realization of AMI applications. So we establish a set
of experimental system based on China Telecom NB-IoT
network and commercial cloud platform, choose different
data sources, compare the performance of NB-IoT over
a real world with the requirements of AMI communica-
tion, analyze the feasibility, and introduce the technology
to boost AMI applications.
The contributions of the paper are listed as follows:

First, most of NB-IoT technology researches are based
on the theoretical or simulated analysis, rarely related to
the real-world NB-IoT network, so our research fills that
gap. Second, AMI usually combines multiple communica-
tion technologies, and our research enriches and extends
the selectivity of AMI systems which could lower the cost
of AMI deployment and support the energy-constrained
network. Third, NB-IoT is a new technology; many cus-
tomers and companies still have many concerns about
the NB technology, and our research have demonstrated
the potential of NB-IoT to support and boost AMI in
smart grid which would contribute to the promotion and
application of NB-IoT technology.

2 AMI communication
AMI communication system is a crucial component for
AMI, and it plays a vital role in meeting the complex
potential applications of smart grid. Two-way distributed,
real-time or near-real-time, and centralized are the main
characteristics of AMI communication [13]. The system is
a multi-tier network supported by various existing wired
and wireless, unlicensed and unlicensed communication
technologies including power line carrier (PLC), copper
or optical fiber, cellular,WiMax, Bluetooth, general packet
radio service (GPRS), Internet, satellite, Peer-to-Peer, and
Zigbee [14]. In the future, fifth generation (5G) network
which could provide services for a wide range of machine-
type applications would also flexibly support this system
[15–17]. AMI information flows over all the sections of
the smart grid. Based on different requirements of the
wide area network (WAN), neighborhood area network
(NAN), and home area network (HAN), a well-designed
AMI setup can also be seen as having three different
layers, as shown in Fig. 1 [18, 19].
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Fig. 1Multi-tier smart grid communications architecture

2.1 WAN
WAN forms the communication backbone of AMI and
generally interconnects all the distributed area networks
that server AMI system at different locations. To be fully
effective, many high bandwidth communications link for
AMI communication backbones should be provided, and
they would be used to delivery a large number of crit-
ical information flow including real-time metering data
obtained at the electric devices and command signal
between the control center and HAN/FAN. Long-distance
and broadband-data rates may be the main require-
ments in data collection and transmission. Additionally,
the latency requirement would become the most vital if
the control instructions from the control center must be
implemented within a few milliseconds to prevent emer-
gencies. The coverage of WAN would be in order of
thousands of square miles while the data rates would
be between 10 and 100 Mbps [19, 20]. These require-
ments make less competition in selecting communication
technologies for WAN, and the fiber communication, cel-
lular networks, WiMAX, satellite communication, and
5G network could be elected as the best candidate
technology for WAN.

2.2 NAN
NAN can be considered as a bridge which collects data
from multiple HANs and transmits the data to a data
concentrator, and the command information in the other
direction. NAN is a mesh network of smart meters, data
collectors, and gateways. Smart meters typically act as
the access points or relay nodes, and the backup power
is generally not provided for them. NAN could also be
called field area network when it is comprised of field
electronic devices. There are usually no strict standards

for the definition of this network. A single-hop approach
is permitted, and also multiple hops approach is allowed
to achieve a large coverage, although it would make the
network more complex and costly. High scalability which
would allow addition of more access points is necessary,
and time sensitivity is not much of an issue. NAN requires
bandwidth varying from 100 Kbps to 10 Mbps, and the
coverage distance is up to 10 km. NAN can be imple-
mented over a large number of communication technolo-
gies, such as ZigBee, WiFi, PLC, WiMAX, cellular, and
Digital Subscriber Line (DSL) [19–22].

2.3 HAN
HAN at present is a highly contested space including a
large number of different electronic devices (IEDs) that
are sensor-based controllers of power system equipments,
with a number of communication options. The aim of
HAN is to collect the measured data from different appli-
cations in a home or a building area. HAN will connect
to the access points in NAN. HAN data flow is instan-
taneous rather than continuous, and devices are typically
powered by stored energy, e.g., batteries, so low power
consumption, low cost, and simplicity should be neces-
sarily considered [23]. The communication technology-
required latency will be in the range of 2–15 s for some
types of data traffic, and reliability requirements will be
in the range from 99 to 99.99% [24, 25]. HAN requires
bandwidth varying from 10 to 100 Kbps for each device,
and the coverage distance is about 100 m. Given the
above requirements and considering the short distances
among nodes that enable low power transmission, wire-
less technologies are the dominant solutions for HAN.
These technologies include 2.4 GHzWiFi, 802.11 wireless
networking protocol, ZigBee, and HomePlug [19–21].
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There are obvious differences in the coverage range
and data rate for WAN/NAN/HAN. Wireless technolo-
gies are gaining more attraction than wired technologies,
due to low installation cost, rapid deployment, mobil-
ity, and flexibility. Table 1 presents the current wire-
less communication technologies that can support AMI
applications. AMI communication system is not one
type of communication technology, and actually, no sin-
gle communication technology or network structure can
cost-effectively support the system to different area appli-
cations which are deploying urban, suburban, rural, and
remote locations, small and large buildings, houses, base-
ments, etc. [24]. For example, the cellular networks
could provide high data rate up to 100 Mbps and cov-
erage range up to 50 km, with advantages such as
wide deployment, long-distance connection, high rates
of data transfer, and telecommunications level security.
It seems that cellular network is great for each layer,
but actually, it is poor for some applications which
have huge amounts of smart devices in HAN/NAN due
to deployment cost, energy consumption, difficulty of
devices certification, and limited capacity. Some utility

Table 1 Wireless communication technologies that support AMI
applications

Technology Standard/
protocol

Max. theoretical
data rate

Coverage
range

Network
layer

Z-Wave Z-Wave 40 Kbps Up to
30 m

HAN

Bluetooth 802.15.1 721 Kbps Up to
100 m

HAN

ZigBee ZigBee 250 Kbps Up to
100 m

HAN/NAN

ZigBee Pro 250 Kbps Up to
1600 m

HAN/NAN

WLAN 802.11x 2–600 Mbps Up to
100 m

HAN/NAN

WiFi 802.11x 2-600 Mbps Up to
100 m

HAN/NAN

WiMAX 802.16 75 Mbps Up to
50 km

NAN/WAN

Cellular GPRS 14.4 Kbps Up to
50 km

NAN/WAN

2.5G 144 Kbps Up to
50 km

NAN/WAN

3G 2 Mbps Up to
50 km

NAN/WAN

LTE 14 Mbps Up to
50 km

NAN/WAN

4G 100 Mbps Up to
50 km

NAN/WAN

Satellite Satellite 1 Mbps 100–
6000 km

WAN

companies have mixed short-range connectivity commu-
nications (ZigBee, Bluetooth, WiFi, etc.) and mesh tech-
nology together to deploy smart devices in AMI. The
solution presents a positive characteristic for supporting
many applications, but it also causes some disappoint-
ments. First, this solution brings an increase in cost. Many
devices are hard to reach when linking the endpoint; thus,
they needmultiple hops and additional relays. Meanwhile,
mesh devicesmust constantly receive and repeat its neigh-
bor’s RF signals that will increase energy consumption
in more dense scenarios, and also bring utilization con-
straints for battery supply devices. Another disadvantage
is that this solution increases the complexity of network.
To make all devices reachable by the mesh, a large number
of relays should be added which would complicate net-
work topology, and various complex network protocols
also would be used in devices. All of these would cause the
probability of failure becoming unpredictable and make
the network management complicated. In future smart
grid, as the scale of AMI communication network extends
exponentially, the coverage will spread over a consider-
ably large area, e.g., thousands of kilometers in dimen-
sion, and the connectivity solution for smart devices
will become a very important issue and a highly con-
tested space. At the same time, this will bring numerous
challenges and opportunities to all the communication
technologies.

3 NB-IoT technology
Narrowband Internet of things (NB-IoT) was introduced
as a new radio interface to the specification 3GPP Rel.13
in 2016. It is designed to support a massive number of
devices, low data rate, low device power consumption, an
extreme coverage, and ultralow device cost. NB-IoT is new
narrower radio interface, but it inherits basic function-
alities from the LTE system and can coexist with GSM
and LTE networks [26]. The parameters of NB-IoT tech-
nology are shown in Table 2. NB-IoT utilizes a frequency

Table 2 The parameters of NB-IoT technology

Parameters Values

Spectrum Licensed LTE bandwidth

Modulation QPSK

Channel bandwidth 180 kHz

System bandwidth 180 kHz

Peak data rate DL: 234.7 kbps; UL: 204.8 kbps

MCL (maximum coupling loss) 164 dB

Energy efficiency More than 10 years battery

Interference Low

Peak current 120–300 mA

Sleep current 5 μA
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bandwidth of 180 kHz, which corresponds to one physical
resource block (PRB) in LTE transmission. The down-
link consists of narrowband physical broadcast channel
(NPBCH), narrowband physical downlink control chan-
nel (NPDCCH), narrowband physical downlink shared
channel (NPDSCH), narrowband reference signal (NRS),
narrowband primary synchronization signals (NPSS), and
narrowband secondary synchronization signals (NSSS),
while the uplink includes Narrowband Physical Uplink
Shared Channel (NPUSCH) and Narrowband Physical
Random Access Channel (NPRACH). These channels are
based on existing LTE channels with necessary modifica-
tions to fit into the narrow bandwidth used by NB-IoT
[27]. Enhanced coverage and low power consumption are
the most prominent features of NB-IoT. The former one is
decided by key technologies including narrowband (NB),
signal repetition (SR), and low frequency (LF), whereas
the latter one is mostly achieved through extended dis-
continuous reception (eDRX) and power-saving mode
(PSM) [28].

3.1 NB
Narrowband technology can provide a higher power
spectral density (PSD) for NB-IoT with respect to LTE.
NB-IoT is kept to a bandwidth of 180 kHz correspond-
ing to one PRB of LTE network for both downlink
and uplink [29]. In the downlink, NB-IoT is based on
orthogonal frequency-divisionmultiplexing (OFDM)with
15 kHz subcarriers spacing and each OFDM symbol con-
sists of 12 subcarriers, while single-tone and multi-tone
operations are supported in the uplink. 3.75 kHz and
15 kHz subcarrier spacing can be both used in single-tone
operation, and 15 kHz is supported with single-carrier
frequency-division multiple access (SC-FDMA) [29, 30].
This means each OFDM symbol has 12 or 48 subcar-
riers. NB-IoT inherits LTE, and the node transmission
power is still 43 dBm which is the same as in LTE. It
results in a better PSD that would improve the received
signal-to-noise ratio (SNR) at least by a factor of about

11 dB, so it allows the node to reach higher covered
distance compared to the GSM case under the same
conditions.

3.2 SR
In order to achieve enhanced coverage, multiple SR is
supported for uplink and downlink data transmissions in
NB-IoT [31]. With the help of multiple SR, the devices
with low power that are in weak coverage condition can
boost the signal strength. The number of SR depends on
the coverage enhancement level required by a user equip-
ment (UE) [32]. A UE decides its coverage enhancement
level based on the downlink measurement, e.g., reference
signal received power (RSRP) threshold set by the net-
work. Theoretically, NPDCCH and NPDSCH are allowed
to be up to 2048 SR, whereas NPUSCH and NPRACH
support a maximum of 128 SR [31–33]. This would obtain
additional 33 dB and 21 dB gains in terms of SNR. How-
ever, with the increase in the number of SR, the data
rate would reduce rapidly. Considering the data rate and
cell capacity under the edge scenario over a real world,
the number of SR is 16 for the uplink, and a maximum
512 bytes of one packet is supported in China Telecom
NB-IoT network.

3.3 LF
NB-IoT can be deployed in three operation modes: stand-
alone, guard-band, and in-band [32], as shown in Fig. 2.
Stand-alone operation, which can be deployed within one
or more GSM carriers by telecom operations, is a popular
model, and academically, it can utilize any available spec-
trum. But operations must avoid conflicting with exciting
LTE system and utilize the available spectrum which can
be more robust and reliable for long-distance transmis-
sion. Compared with high frequency, LF like Sub-1GHz
experience less attenuation and multipath fading caused
by obstacles and dense surfaces like walls. In China, NB-
IoT has been deployed commercially based on 850 MHz
and 900 MHz.

Fig. 2 NB-IoT operation modes. NB-IoT can be deployed in three operation modes: stand-alone, guard-band, and in-band. a Stand-alone,
b guard-band, and c in-band
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3.4 eDRX
Discontinuous reception (DRX) is a discontinuous recep-
tion technology of downlink control channel which is
based on radio resource control (RRC). For the UE set
to a DRX cycle in idle mode, the control channel for
paging could be monitored during a paging transmis-
sion window (PTW). Each DRX is divided into two parts:
PRC_connected and PRC_IDLE state [29]. The UE does
not connect with the base station all the time only dur-
ing the PRC_connected state which will be sustained just
for 1 ms per DRX cycle. In PRC_connected state, the UE
can monitor the downlink channel. The PRC connection
may be suspended and release during idle state, but the
information that is required to resume the RRC connec-
tion including access stratum context and resume ID has
been stored in UE and eNB, and PRC connection can be
established in the next monitoring time. DRX is possible
to reduce energy consumption based on the DRX cycle.
As the DRX cycle becomes larger, the average energy con-
sumption decreases and the period is up to 2.56 s in LTE
[28]. eDRX-inherited DRX is proposed to achieve lower
power consumption in NB-IoT. In eDRX, a long DRX
cycle is supported, and it is extended beyond 10.24 s with
a maximum value of 10,485.76 s [30].Without a doubt, the
long DRX cycle increases the response time, thus com-
promising the customer experience. Figure 3 shows the
maximum period of DRX and eDRX along with the UE
power state.

3.5 PSM
PSM is introduced as a more power-efficient mode than
eDRX in NB-IoT, presented in Fig. 4. In PSM, the UE is
permitted to close signal transceiver and AS function after
entering the idle state for a period of time. The UE could

not be reachable by the network but remains registered, if
it has been in the power-off or sleep mode, and will wake
up only when there is MO data to send or after tracking
area update (TAU) timer expiration. TAU timer decides
the PSM interval which can be a maximum of 310 h, while
the period of the idle state depends on the active timer
within the range of 0 to 255 s [33]. PSM is very con-
ducive to the deployment of applications whose devices
with batteries are not required to send packets frequently
and receive a packet from the network sporadically and
the downlink latency of the network could be ignored.

4 Experiments and results
4.1 Experimental setup
Communication and control are the fundamental build-
ing modules of the smart grid. Communication provides
the channel for exchanging information between smart
devices and control components. The sensing data from
smart devices would be delivered to the control com-
ponents, and the instructions generated from control
components would transmit to corresponding elements
in smart grid resulting in accurate actions. So we built
up an experimental system based on real-world NB-IoT
network to verify whether the NB-IoT technology was
robust enough to boost AMI applications in smart grid.
The measurements took place in different locations on
Xianlin Campus of Nanjing University, China. The case’s
network architecture is shown in Fig. 5. Table 3 describes
the components of the network. The commercial cloud
platform OceanConnect and NB-IoT eNBs both belong
to China Telecom. To fully demonstrate the reliability and
adaptability of the NB-IoT network, we selected two dif-
ferent types of data sources for the NB-IoT end devices
in experimental scenarios. The first type was the packets

Fig. 3 User equipment (UE) power state : DRX and eDRX. The maximum period of DRX and eDRX along with the UE power state
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Fig. 4 User equipment (UE) power state : PSM. A more power-efficient mode than eDRX in NB-IoT

of 30 bytes which was generated from a serial port of lap-
tops, and the second type was the packets of more than
100 bytes that were from the concentrator of one auto-
matic meter reading system. The automatic meter reading
system took the DL/T645 protocol as the standard for
multifunction energy meter communication protocol, and
Q/GDW376.1-2009 protocol as the standard protocol for
the communication between the main station and the
concentrator.

4.2 Results
The performance results presented in this section are
extracted from our experimentation campaign in Xianlin
Campus of Nanjing University. They were measured in
terms of coverage, reliability, latency, and battery life, and
security was also analyzed in the end.

4.2.1 Coverage
NB-IoT network achieves a maximum coupling loss
20 dB higher than the existing LTE, and three cov-
erage enhancement levels are defined to cope with
different radio conditions [32]. When the device in
an idle state has a small data packet to transmit,
the device has to determine its coverage level based
on the reference signal received power (RSRP). Thus,
the coverage analysis by considering the RSRP of the
devices deployed in outdoor, indoor, and deep indoor

environments was reported to investigate the cover-
age performance in different propagation environments.
Figure 6 shows the RSRP of 81 selected test points. The
threshold was set to − 97 dBm, and the coverage was
100%, 100%, 95%, 5%, corresponding to outdoor, indoor
(3rd, 4th, and 5th floors), indoor (1st and 2nd floors),
and deep indoor (basements). The results were basically
consistent with those reported by the utility company. It
means that the real-world NB-IoT network can provide
sufficiently good indoor and outdoor coverage to support
the connected devices, but for deep indoor, the device-
perceived signal is weak at present and it still has a lot of
work to do. To solve this problem, the utility companies
are working on the design of indoor distribution systems.
Actually, for some scenarios, the deployment of small cells
or other local data aggregators may also be a good option.

4.2.2 Reliability
Communication reliability is extremely important for the
network to be reliable for correct and timely message
transmitting, and it is affected by plenty of possible
factors. In this study, packet loss rate (PLR) was used to
be an indicator to quantify the reliability performance.
According to the relationship among the network compo-
nents, the PLR was counted separately in two parts. The
first part was the statistics from each device to Ocean-
Connect platform, and the second is from OceanConnect

Fig. 5 Network architecture over a real-world environment based on China Telecom NB-IoT network. The case’s network architecture
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Table 3 Network configure

Component Description

Data source (a) Packet type I, 30 bytes, generated from a
serial port of laptops. (b) Packet type II, more
than 100 bytes, generated from
concentrator of the automatic meter
reading system.

End devices Include five end devices, each one is an
integrated module and it operates in
stand-alone modes. The integrated module
bases on Boudica120 chip, the operating
frequency is 850 MHz.

OceanConnect Commercial cloud platform, mainly in
charge of transparent forwarding data.

Local server In charge of collecting data from cloud
platform and sending commands to the
NB-IoT end devices.

NB-IoT network Bases on China Telecom NB-IoT network
which have covered most of cities in China.
At present, for one pack from the endpoints,
the max size of 512 bytes could be
supported.

Transport protocol (a) Https establishes secure communication
between cloud paltform and local server. (b)
Constrained application protocol (CoAP), a
specialized Internet application protocol for
constrained devices which enables the end
devices to communicate with Internet.

platform to local server. In scenario 1, the first type of data
source was transmitted. During themeasuring period, five
devices were installed in the corner of different floors.
Two of them sent a packet of 30 bytes every 5 min, total
4032 packets, and the other three sent the same packet
every 3min, total 6720 packets, in 14 days. The first PLR of

the devices was 0%. OceanConnect platform was used to
transparently forward packets received from the devices,
and the second PLR was 99.7%. Actually, retransmission
was adopted for every received packet in forwarding. The
result of measurements is shown in Fig. 7. In scenario 2,
the NB-IoT end devices were responsible for transmitting
the data of the concentrators to OceanConnect platform.
These data followed the Q/GDW376.1-2009 protocol, and
the size of one packet could be up to 112 bytes. Every
device sent one packet every 5 min, total 4032 packets,
in 14 days. The first PLR of the devices was 0%, and the
second PLR was 99.8%. Figure 8 showed the result of mea-
surements. These performances show NB-IoT network
is reliable enough to support different AMI applications
deployed in outdoor and indoor environment.

4.2.3 Latency
Latency defines the maximum time during which a partic-
ular message should reach its destination through NB-IoT
network. Network topology directly affects the latency,
and the data rate supported by NB-IoT also dictates the
speed of information exchange. NB-IoT can be consid-
ered as a near-real-time network, and it targets latency-
insensitive applications, while it still expects the exception
report, latency of 10 s or less is required for 99% of
the devices [34]. In our experiment, the latency between
the devices and OceanConnect platform describing the
performance of NB-IoT was discussed. In uplink, the
latency was less than 2 s for each packet (30 bytes). But
for the downlink, it had a close relationship with the
access point names (APNs) which defined whether the
DRX/eDRX/PSM mode was enable, and the parameters

Fig. 6 The RSRP of the devices in different propagation environment. The RSRP of 81 selected test points in our measurements. Legend: the RSRP of
indoor (3rd, 4th, and 5th floor) test points (blue); the RSRP of indoor (1st and 2nd floor) test points (red); the RSRP of outdoor test points (green); the
RSRP of deep indoor test points (basement) (purple)
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Fig. 7 Results of measurements in scenario 1. The results of measurements in scenario 1. Legend: number of node transmitted packets (blue);
number of platform received packets from each node (red); number of server received packets from each node (green)

of different timers, such as active timer and the driven
time of the packets, were also an important element. For
example, when the device was set to APN_CTNB, the
latency would be less than 2 s if OceanConnect platform
replied to a message received within less than 20 s. Oth-
erwise, the message would not be received because the
device had been in PSM mode. For AMI applications, the
uplink latency could be acceptable for smart devices and
data collectors, but the downlink latency may affect the
execution of instructions coming from the server if the
APN is not suitable. For instance, if we select NB-IoT
as the communication technology between the concen-
trators and the main station, the NB-IoT devices should

not be set to APN_CTNB, due to the requirements of
Q/GDW376.1-2009 protocol.

4.2.4 Battery life
NB-IoT device is expected to achieve a battery life of
more than 10 years at maximum coupling loss (164 dB)
using battery capacity of 5 Wh, if the device transmits
periodically small packet with a daily report of total
200 bytes [30]. PSM and eDRX are the key technologies
of NB-IoT, and the long battery life is at the expense
of real-time performance. To meet the requirements
of different applications such as monitoring or control,
operators have deployed multiple optional access point

Fig. 8 Results of measurements in scenario 2. The results of measurements in scenario 2. Legend: number of node transmitted packets (blue);
number of platform received packets from each node (red); number of server received packets from each node (green)
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names (APNs) which could make a balance between
battery life and transmission requirements. In this
study, two APNs, CTNB and PSMF.EDRXC.CTNB, were
set for the NB-IoT devices. Figure 9 shows the device
current consumptions were 0.03 mA (PSM), 333 mA
(TRANSMIT), 70.19 mA (RECEIVE), and 5.93 mA
(IDLE) in CTNB where PSM is enable but eDRX is not.
PSMF.EDRXC.CTNB where PSM and eDRX were enable
is shown in Fig. 10; the device current consumptions
were 0.03 mA (PSM), 345 mA (TRANSMIT), 73.22 mA
(RECEIVE), 0.05 mA (PRC_IDLE), and 66.15mA
(PRC_CONNECTED). Based on the measurement, the
10-year battery life objective can be achieved or exceeded
for daily reporting. Considering millions of smart devices,
the deployment cost may decrease in the order of
magnitude.

4.2.5 Security
According to the Electric Power Research Institute (EPRI),
network security is a critical issue for both smart grid and
AMI. Especially, as the smart devices increase exponen-
tially and the scale of smart grid expands, the network
will cover a considerably large area and security issues
will become more prominent. Security concerns might
be increased due such factors as the transmission of crit-
ical applications and information over a long distance
among different components using wireless technologies,
as well as storing data in various locations such as termi-
nals, access points, aggregation points, or cloud platforms
deployed in different area. NB-IoT inherited basic func-
tionalities from the LTE/4G system, used licensed spec-
trum, and established on the existing infrastructure with
a software or hardware upgrade reusing and upgrading.

Hence, the utility companies must consider appropri-
ate security to the complete system including the core
network; available security algorithm has been introduced
and the security has been defined as the telecommunica-
tions level.

5 Discussion
Since the first NB-IoT commercial network was opened
in the small town of Hongshan in Wuxi, China, NB-
IoT technology has become the main topic of fervent
research and development at both commercial and aca-
demic level. Now, the utility companies including China
Telecom, China Unicom, and China Mobile have com-
pleted pre-standard pilot work, and the NB-IoT network
has operated in all over the country. The network per-
formance has improved significantly, compared with our
previous studies whose results for the performance analy-
sis was reported in [35] during the initial stage of network
operation. This technology solution has led to success in
many commercial applications in China, such as smart
parking, intelligent building, and water/gas metering. It
seems to be very attractive to AMI applications due to its
good performance as discussed in previous section and
its high degree of deployment. Additionally, another three
issues concerned by the customers and companies should
also be considered.
Firstly, NB-IoT technology inherits LTE/4G, and the

exciting base stations with upgraded hardware or soft-
ware are utilized. Therefore, its network connection and
distance converge depend on the availability of cellular
services. Unfortunately, cellular services are badly depen-
dent on the infrastructure. The weaker resilience against
natural disasters, like tsunami, hurricane, and cyclones,

Fig. 9 Device current consumptions in CTNB, measured by Agilent N6705B. The device current consumptions in CTNB, measured by Agilent
N6705B. Legend: (1) PSM; (2)TX; (3) RX/active mode transitions; ( 4) Idle



Wan et al. EURASIP Journal onWireless Communications and Networking          (2019) 2019:2 Page 11 of 12

Fig. 10 Device current consumptions in PSMF.EDRXC.CTNB, measured by Agilent N6705B. The device current consumptions in PSMF.EDRXC.CTNB,
measured by Agilent N6705B. Legend: (1) TX; (2) RX/active mode transitions; (3) PSM; (4) eDRX; (5) eDRX-CONNECTED; (6) eDRX-IDLE

or man-made, like terrorist attack, massive power fail-
ure, more time of recovering from emergencies caused
by cellular services sharing with mobile customers, and
current inadequate maintenance mechanisms of utility
companies would make some customers be hesitant to
rely on NB-IoT network at the present stage.
Secondly, once the needs of the NB-IoT service to be

deployed are specified, the devices would provide accu-
rate readings automatically at requested time intervals to
access points, data collectors, or aggregation nodes. The
customers should pay a fee to the utility companies for
data collection, management, and analysis, so the billing
method would be particularly important. If the fee for
individual connection is high and the cost is expensive, the
performance objective of low cost would not be achieved
and it is clear that the introduction of NB-IoT technology
would be meaningless.
Thirdly, the data from smart metering networks gen-

erally reveal a wealth of information that linked with
individuals or companies; thus, its privacy is important to
the users’ acceptance. The data interval collection dissem-
inated to different components through NB-IoT network
enables the utility companies easily control the informa-
tion management process and further gives rises to the
data privacy problem. The privacy of data concerns the
security of itself, and users would need to be reassured
that their data is secure. For NB-IoT network, some users
express their concerns that their data may be intention-
ally leaked and even used for purposes beyond energy
efficiency by the network maintainers.
Actually, to reassure potential customers and success-

fully occupy the market, the utility companies have made
great efforts in terms of technology and business solu-
tions. All the exciting 4G/LTE base stations have been
upgraded and the core networks were also optimized.
These made the network more robust and covered larger
areas. At the same time, each of them developed a variety
of different billing methods which could keep the monthly

fee at a very low level. They also established professional
teams to provide technical support and formulated oper-
ator policy so that the service was more efficient and
safer.

6 Conclusion
As a revolutionary and evolutionary regime of tradi-
tional grid, advanced metering infrastructure (AMI) has
attracted rapidly growing attention in different areas.
In this paper, we focused on reducing the deployment
cost and prolonging network lifetime of AMI by intro-
ducing NB-IoT technology which could provide mini-
mized power consumption and enhanced coverage. First,
we presented a survey of AMI communication require-
ments mainly in terms of coverage range, data rate, and
latency, and then studied the NB-IoT technology. Com-
pared with the theoretical communication requirements
of WAN/NAN/HAN, NB-IoT may be very suitable for
some applications in HAN/NAN. Later, the five key tech-
nologies of NB-IoT were emphasized on. These could
make this technology easier to understand and also help
to achieve a more effective analysis of the performance
in real-world NB-IoT network. Finally, the results from
the aspects of coverage, reliability, latency, and battery life
were presented, the performance was analyzed and dis-
cussed, and some options which can be used to improve
performance were also proposed. These results demon-
strated the potential of NB-IoT to support AMI. At the
same time, the security issue of NB-IoT technology was
also concerned. As a relatively new technology, NB-IoT
may bring some worries to the customers, as discussed
in the previous section, but they could be effectively and
properly solved. It is foreseen that the new technology
NB-IoT will be robust enough to support and boost AMI
in smart grid.
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