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Abstract

Optimizing deployment of charging base stations in wireless rechargeable sensor networks can considerably reduce
the cost. Previously, the charging base stations are simply installed at some fixed special points (e.g., the grid
points) after partitioning the area distributed by sensor nodes. In this paper, a new algorithm of planning the
charging base stations is proposed based on the greedy algorithm and the location relationship of the sensor
nodes. The proposed algorithm exploits the local search ability and avoids falling into an exponential increase of
the number of the charging base stations (i.e., combinatorial explosion). The simulated results show that the
proposed algorithm can result in less number and flexible deployed locations of the charging base stations. In
addition, this algorithm provides a novel solution for the point coverage problems.
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1 Introduction
The massive Internet of things (IoTs) [1] which pro-
vide big data for cloud computing [2–6] and trad-
itional networks [7] have been applied to many fields
in reality. As an important part of the IoT [8, 9], the
wireless sensor network (WSN) [10–12] has the cap-
abilities of data collection [13–15], data storage, and
wireless communication [16, 17]. WSN plays a signifi-
cant role in the construction of smart cities [18, 19],
smart agriculture [20], and public utility monitoring
[21], etc. However, WSNs are traditionally powered
by batteries [22], which result in a limit lifetime of
the networks. Many researchers effectively extend the
network life cycle by reducing energy consumption or
improving the energy performance of sensor network
[23–29]. A potential solution of power supply for the
sensor nodes in WSNs is using wireless power trans-
fer (WPT) technologies [30] to realize a wireless re-
chargeable sensor network (WRSN) where some
charging base stations are dedicatedly deployed to
provide the power permanently, or mobile charging
devices are dispatched to approach and charge the
sensor nodes.

Although higher power transfer efficiency can be ob-
tained for the near-field WPT than the far-field WPT,
larger-sized coils and good alignment are required in
reality for the near-field WPT because of the
non-radiated magnetic coupling and radiated covering
properties for the near-field and far-field WPT technolo-
gies, respectively. In practice, the far-field WPT with the
property of radiation is more suitable for WRSN, be-
cause of the relatively large distance from the base sta-
tion to the sensors, which is usually much larger than
the size of the sensor nodes (especially under the re-
quirement of compact size for sensor nodes).
Existing approaches on WRSN charging can be

divided into two types, i.e., the mobile charging strat-
egy and the static charging strategy. The main
optimization goal of the mobile charging strategies
[31–36] is to reduce the charging process cost (e.g.,
the number of the mobile charging devices such as
the charging vehicles and the charging time) as much
as possible while ensuring that the sensors can work
continuously. Although the mobile charging strategy
looks like more flexibility, it is not automatic enough
and depends on the dispatch algorithm. In addition,
the mobile charging strategy usually relies on the
near-field WPT and short charging time is assumed.
However, the environment (e.g., the accessible dis-
tance) of the distributed sensors will prevent the
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charging devices from charging the sensors effectively
because of the restriction of the sizes and directions
of the transmitting and receiving coils for the
near-field WPT. Because of the advantage of conveni-
ence and stability, the static charge strategy is chosen
in many applications, at which this paper is focused.
For the static charge strategy, the authors of [37]

optimized the number of the charging base stations
by considering the point provisioning and path provi-
sioning problems. However, the work of [37] is essen-
tially similar to the traditional wireless network
coverage problem [38], and only the case of the uni-
formly distributed sensor nodes is discussed. The au-
thors of [39] proposed a redundancy algorithm, which
is essentially an improved simulated annealing algo-
rithm, to optimize the number of charging base sta-
tions. However, the simulation validation does not
consider the power consumptions of the sensor nodes
in [39], which are actually related to the charging dis-
tance and charging efficiency in reality. The authors
of [40] proposed an improved firefly algorithm to
solve the multi-objective optimization problem. How-
ever, only an example with few sensor nodes is taken
in [40]. The authors of [41] placed the wireless char-
ging base stations on a network grid point after uni-
formly portioning the area where the sensors were
distributed. Under the assumption of the base station
with a certain height and a fixed radiation angle, a
node-based greedy cone selecting algorithm and a
pair-based greedy cone selecting algorithm were pro-
posed. Furthermore, the adaptive pair of the greedy
cone selection (APB-GCS) algorithm was proposed in
[42] based on the algorithms in [41], which is suitable
for the case with more sensors. However, the num-
bers of the base stations in [41, 42] are insufficiently
optimized, although the planning was simpler, since
the sensors’ distributed area was partitioned uniformly
and the charging base stations were fixed at the grid
points. In addition, the number of the charging base
stations and the complexity of the algorithm depend
on the size of the cells after portioning. In reality, the
charging base stations can be optimized at better po-
sitions, not only at some special points (e.g., the grid
points). The deployment problem of charging base
station is obviously a non-convex optimization prob-
lem [43] which has been studied for wireless sensor
networks [44–48]. The local optimal solution of this
problem is not necessarily the global optimal solution
actually. In this paper, a new algorithm, called the
charging circle-greedy (CCG) algorithm by combining
both the merits of the nodes’ location consideration
and the charging area partition, is proposed to
achieve better optimization. Multiple simulations are
also given for validations in this paper.

2 CCG algorithm method
2.1 WRSN network model
The number of the wirelessly rechargeable sensor nodes
are assumed to be N and denoted as U = {u1, u2, u3... uN},
which are randomly distributed in the two-dimensional
region, Ω. The omnidirectional charging base stations,
each of which can charge a circular area with R-radius, de-
noted as S = {s1, s2, s3... sM}, where M is the number of
charging base stations. The charging base station si is ac-
tually a subset of U, as shown in Fig. 1 where the charging
base station si is also a set including more than one node.
Due to the power transfer efficiency decreases with the
power transfer distance, the effective coverage area is lim-
ited to a circle with R-radius for each omnidirectional ra-
diated charging base station. The sensor nodes out of this
R-radius circle cannot receive effective power. One sensor
node may be covered by multiple charging base stations
and receives power from multiple charging base stations
simultaneously. Some sensor nodes need to be covered by
multiple charging base stations to satisfy their power
consumptions.

2.2 Problem definition
The problem is defined as a minimum number of char-
ging base stations that are required to provide enough
power to the N randomly distributed charging sensor
nodes in the two-dimensional region Ω. The coverage
range of a charging base station is a circle with radius R.
One sensor node can be covered by multiple charging
base stations according to its power consumption. Build-
ing some base stations to cover many discrete sensor
nodes in a plane region [41] is a nonlinear programming
problem, which are basically NP-hard problems [49, 50].
The NP-hard problems can be solved only by approxi-
mation methods.

2.3 Methods
If each sensor node is required to be covered only once
by any charging base station, the deployment problem of
the charging base station is translated to a point cover-
age problem [51]. If the locations of the sensor nodes
are unknown, the total area should be covered by the
charging base stations. Assuming that N sensor nodes
are randomly distributed in the H× L square region Ω
as shown in Fig. 1, Mmax charging base stations are re-
quired to cover all the sensors once. That is, there is no
dead zone coverage in the region Ω.

Mmax ¼ H
ffiffiffi

2
p

R

� �

� L
ffiffiffi

2
p
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where the largest inscribed square of a circle covered by
a base station is 20.5R. If each sensor node is only re-
quired to be covered once, Mmax in (1) is actually the

Wan et al. EURASIP Journal on Wireless Communications and Networking         (2019) 2019:63 Page 2 of 9



upper limit of M, regardless of the number of sensor
nodes in the area Ω.
In practice, the location information of the sensor

nodes can be obtained. The sensor nodes can be com-
bined according to their topology information. Each
combination contains the sensor nodes which can be
covered by a charging base station. In this situation, the
increase of the sensor nodes (especially when the sensor
nodes are crowded) leads to the exponential increase of
the charging base stations, because a charging base sta-
tion exists potentially as long as the distance between ar-
bitrary two sensor nodes is shorter than 2R. Selecting
the optimal set of charging base stations from the order
of exponential numbers by using the existing methods
[39] or the ergodic method to find the optimal solution
will result in combinatorial explosion problem [52], con-
sequently, exceeding Mmax for the number of base sta-
tions and non-polynomial time complexity [53, 54]. In
actual, this is similar to the optimization version of a set
cover problem [55] which is a NP-hard problem.
In this paper, a new algorithm based on greedy algo-

rithm is proposed. The greedy algorithm has the advan-
tage of finding a local optimal solution and has the
disadvantage of deficiencies in the overall search ability
which is optimized here by setting a travel direction for

the greedy circle in the greedy algorithm. Consequently,
exponentially increasing the number of candidate base
stations as the number of the sensor node increases is
prevented and the number of charging base stations is
optimized. As shown in Fig. 2, the region Ω, a
two-dimensional coordinate system, is divided into T
rectangles with 2R-height and L-width, where T = ⌈H/
(2R)⌉. The set of the sensor nodes, whose locations are
known, distributed in the region y∈[2(i-1)R, 2iR] interval
is denoted as Qi, and the total set of the sensor nodes is
Q = {Q1, Q2... QT}.
The specific steps of the CCG algorithm are as follows:

Step 1: Classify all the sensor nodes ui (i = 1, 2… N)
according to their y-coordinate values and store them
into Qi in which all the y-coordinate values belongs to
[2(i-1)R, 2iR]. The total set of the sensor nodes is
Q = {Q1, Q2... QT};
Step 2: Let i = 1;
Step 3: Find the sensor nodes with the smallest x-
coordinate value in Qi, denoted as uk;
Step 4: Find a set of sensor nodes whose distances
from uk are not greater than 2R, denoted as sk;
Step 5: List the sensor node pair whose distance is
greater than 2R in sk, and exclude one of the sensor

Fig. 1 Model of WRSN networks
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nodes in this node pair from sk; the excluded priority:
the node not located in Qi > the node with a higher x-
coordinate value in Qi > the node uk;
Step 6 Exclude some of the nodes in sk until all
nodes in sk can be covered by a circle with radius R;
the excluded priority: the sensor node not located in
Qi > the node with a higher x-coordinate value in
Qi > the node uk;
Step 7: Store sk in S; in sk, exclude the sensor nodes
satisfying the number of coverage (i.e., satisfying the
power replenishment) from Q and leave the sensor
nodes not satisfying the number of coverage in Q; and
repeat step 3 through step 7 until Qi = ∅; and
Step 8: Let i = i + 1, repeat step 3 to step 8 until Q = ∅,
and end the algorithm.

In these specific steps, step 4 is to find the core
point uk. Taking uk as the center of a circle with
2R-radius, the sensor nodes covered by this circle are
stored in the set sk. As an example, the result after
step 4 is the circle with dotted line in Fig. 2. Step 5
cannot guarantee that all the sensor nodes in the sk
are covered by a charging base station with a radius
R, although the distances between any two sensor
nodes is smaller than 2R. That is, another step, i.e.,
step 6, is required. As an example, the result after
step 6 is the circle with a solid line in Fig. 2. Step 6
is essentially finding out the minimum bounding cir-
cle of all sensors in the set sk. If the radius of the
smallest bounding circle is larger than R, some sen-
sors in the set sk need to be excluded. The following
describes the specific operations of step 6:

a) Find the two sensors which are the farthest away
each other in the set sk, denoted as p1 and p2; find
the midpoint ci of p1 and p2; find the sensor node in
the set sk that is the farthest from ci (except p1 and
p2) in the set sk and denoted as p3; judge whether
the distance between p3 and ci is greater than R: if it
is, enter step b; otherwise, go to step d;

b) Take sensor p1, p2, and p3 as the vertices and make a
triangle where ci updates the outer center of this
triangle; if the distance between sensors and ci in sk is
greater than R, enter step c; otherwise, go to step d;

c) If only one sensor of p1, p2, and p3 does not
belong to Qi, remove the sensor that does not
belong to Qi from the set sk; if two sensors in p1,
p2, and p3 do not belong to Qi, then remove the
sensor with larger x-coordinate value in this two
sensors from the set sk; otherwise, remove the sensor
with the largest x-coordinate value in this three
sensors (p1, p2, p3) from the set sk; return step a; and

d) Put the set sk into set S, where ci is the location of
the base station.

3 Results of simulation
Our proposed algorithm is firstly compared with the
pair-based greedy cone selection (PB-GCS) algorithm,
the node-based greedy cone selection (NB-GCS) algo-
rithm in [41], and the adaptive pair-based greedy cone
selection (APB-GCS) in [42], all of which are greedy al-
gorithms. In [41, 42], the charging base station is fixed
at a grid point which is 2.3 m above the ground. The
coverage range of the charging base station is a cone
with a busbar of 3 m as shown in Fig. 3. The sensor

Fig. 2 Diagram of the procedure of CCG algorithm
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nodes are randomly distributed (as an example) on a
plane of 20 m × 15m. Because the cone (i.e., the char-
ging base station) can be rotated horizontally or verti-
cally around the vertex, it can be calculated that the
charging base station has a circle with a radius of 1.33 m
when the coverage area of the plane is the smallest. In

the simulation of the CCG algorithm, a harsher condi-
tion is used, i.e., a circle with a radius of 1.32 m is used.
As an example, 100 sensor nodes are randomly distrib-

uted and all of them need to be covered only once to
meet the power requirements. The simulated number of
base stations obtained by the CCG algorithm is 31, as
shown in Fig. 4. As the second example, some sensor
nodes need to be covered multiple times to meet their
power requirements. For simplicity, it is assumed that
80% of the 100 sensor nodes need to be covered only
once, and the remaining 20% of the sensor nodes need
to be covered twice. The simulated number of charging
base stations obtained by the CCG algorithm is 38, as
shown in Fig. 5 where the prismatic nodes are the sensor
nodes that need to be covered twice.
The comparison results of the number of charging

base stations between CCG, PB-GCS, NB-GCS, and
APB-GCS algorithms are shown in Figs. 6 and 7, re-
spectively, for the case of 100% nodes covered once and
the case of 80% nodes covered once. In [41, 42], because
the charging base stations are fixed at the grid points,
different grid side length selections will result in differ-
ent results. Here, in Figs. 6 and 7, the optimized results
published in [41, 42] are used. The grid side length is
noted in the legend in Fig. 6, e.g., “APB-GCS (1 .8m)”
means that the grid side length is 1.8 m. The grid side
length in Fig. 7 is 1 m. From Figs. 6 and 7, a lesser num-
ber of the charging base stations can be observed in all
the cases.

Fig. 3 Model of charging base station used in [41, 42]

Fig. 4 Simulation result for CCG algorithm when 100% nodes are covered once
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The candidate number of the charging base station
in the procedure of algorithms which reflects the
computing complexity of the algorithms is compared
as shown in Fig. 8. The results of the CCG algorithm
are obviously lesser than the others. Additionally, in
CCG algorithm, the positon of the charging base sta-
tions is not necessarily fixed to some special points

like other algorithms. The flexible positon advantage
is important in reality.
Besides the comparison with the existing greedy algo-

rithms, CCG algorithm is compared with two global algo-
rithms such as simulated anneal-based charging (SABC)
algorithm and layoff SABC (LSABC) algorithm [39] which
are metaheuristic algorithms. Figure 9 shows the

Fig. 5 Simulation result for CCG algorithm when 100% nodes are covered once

Fig. 6 Comparison between CCG, APB-GCS, NB-GCS, and PB-GCS
algorithms when 100% nodes are covered once

Fig. 7 Comparison between CCG, APB-GCS, NB-GCS, and PB-GCS
algorithms when 80% nodes are covered once
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comparison results of the number of charging base sta-
tions where the same parameters are set for the CCG,
SABC, and LSABC algorithms. The merit of less charging
base stations for CCG algorithm can be observed in Fig. 9.

4 Discussion
From Figs. 6, 7, 8, and 9, the advantage in the number of
charging base station for CCG algorithm has been
shown. The complexity of the proposed algorithm is an-
alyzed and discussed as follows:

(1) The algorithm can be considered as covering a
bounded region Ω with multiple circles with an
area of πR2. When all the sensor nodes only need to
be covered once, the maximum number of charging
base stations is Mmax. That is, the CCG algorithm is
convergent.

(2) A sorting algorithm is used in step 1 to partition the
sensor nodes referring to the y-coordinate values.
The time complexity of step 1 is O(n). In step 3, the
worst case is that all the sensor nodes are in Qi and
the corresponding complexity of step 3 is O(n2). In
step 4, if all the sensor nodes are clustered in si, the
time complexity is O(n4), and the time complexity of
the remaining steps are constants. So the time
complexity of the CCG algorithm is O(n4). Actually,
this is the worst time complexity in theory. In reality,
all the nodes will not be distributed within the range
of one base station. Therefore, the average time
complexity of the CCG algorithm is commonly O(n2).

Aiming to the optimization target (i.e., the number of
the charging base stations), the CCG algorithm has low
complexity, is simple to use without lengthy formula deriv-
ation and complicated calculation, and has flexible deploy-
ment of the wireless charging base station. Actually, each
sensor nodes consume different powers depending on the
functions which are not considered comprehensively in
this paper. In the future work, we will design a more effi-
cient wireless charging base station deployment algorithm
for the different power consumptions of the sensor nodes.

5 Conclusions
In order to optimize the deployment and the number of
the charging base stations in wireless rechargeable sen-
sor networks, the charging circle greedy algorithm has
been proposed. This new algorithm makes use of the
strong local search ability of the greedy algorithm and
avoids the deficiency in the overall search ability by set-
ting a travel direction for the greedy circle. Compared to
the existing algorithms, the proposed algorithm can result
in less number and flexible deployed locations of the char-
ging base stations with lower time complexity. In addition,
the charging circle greedy algorithm also inspires some
new ideas for solving other point coverage problems.
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