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Abstract

Multiple weather radars’ joint detection can enlarge the radar detection range and can improve the detection
accuracy, which has become an important method to monitor large-scale weather effectively. In this paper, the
methods of interpolating reflectivity volume scan data onto the grids in the Cartesian coordinate system and three-
dimensional mosaic for gridded reflectivity data of several radars are studied. In order to retain the physical
characteristics of the raw data, the smoothing parameters of adaptive Barnes interpolation are improved which
based on the space structure of the raw reflectivity data. Through comparison of constant altitude plan position
indication (CAPPI) images obtained by the commonly used interpolation schemes and the improved Adaptive
Barnes interpolation, it was found that the latter can provide consecutive reflectivity fields and retain high-
resolution structure comparable to the raw data. The mean deviation filter filtering erroneous grid data and the
data are fused by various fusion methods. Result shows that Exponential Weighting is an excellent method which
can provide continuous three-dimensional reflectivity mosaic data.
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1 Introduction
Doppler weather radar is the primary sensor for observ-
ing precipitation with high temporal and spatial reso-
lution, which is highly advantageous in mesoscale
meteorological research [1]. The coverage of the single
immobile Doppler radar is too limited to detect
large-scale weather systems, such as Meiyu, squall lines,
and so on. Such a limitation obstructed us from further
revealing the laws of the atmospheric movement
relevant to those weather systems. Joint detection of
multiple Doppler radars can provide a wider range and
higher quality.
The National Severe Storms Laboratory utilized the in-

frastructure to integrate the radars within a system to
produce a 3D radar mosaic grid for the USA [2]. Zhang
et al. developed a national 3D radar reflectivity mosaic
system [3] which was applied to assimilating data for
convective scale numerical weather modeling and other

uses. National Severe Storms Laboratory has developed
a four-dimensional dynamic grid (4DDG) to accurately
represent discontinuous radar reflectivity data over a
continuous 4D domain [4]. Mark A et al. applied the
Adaptive Barnes algorithm to radar data interpolation
[5]. Lakshmanan V et al. described a technique for tak-
ing the reflectivity data, and derived products from mul-
tiple radars and combining them in real time into a
rapidly updating 3D merged grid [6]. Because the verti-
cal distribution of precipitation echoes is inhomogen-
eous [7], it is essential to interpolate data into the same
height to reflect the precipitation intensity better. The
common interpolation methods include the Nearest
Neighbor [8], Vertical Horizontal Linear interpolation [9,
10], the Cressman Weighting scheme [11], and Barnes
interpolation [12, 13]. Trapp et al. [14] studied the
smoothing and filtering characteristics of these simple
analytical methods through theoretical consideration.
Huang et al. [15] tested the effects of these mainly used
interpolation and mosaic methods. Although the Cress-
man has been widely used for spatial objective analysis
of radar data, the Barnes filter may be preferable owing
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to the ease of computation of the response function of the
Barnes filter [16]. Zhang considered that the spatial
interpolation technique should be minimally smooth in
radar data and retains the original echo structure features
apparently in the single radar data as much as possible [3].
Radar data gridding and mosaic is of great significance

in meteorological service [17]. The mosaics of the basic
reflectivity of multiple weather radars can expand the
detection range, detect large-scale weather, and improve
the accuracy in overlapping areas. Mosaics can also miti-
gate various problems caused by the geometry of radar
beam such as void data with the cone of silence above
the radar and in regions below the lowest beam [18].
The common radar mosaics methods include the Max-
imum Value method, Nearest Neighbor method, Inverse
Distance Weight method, and Arithmetic Average
method. Moreover, Li has designed and developed an
echo mosaic platform based on the systematic study of
radar mosaic algorithms, techniques, and software pro-
grams [19]. There are two fundamental characteristics
with radar data. One is that the distribution of radar
data depends on the direction, and the other is that the
radar data density distribution decreases as the distance
increases. In space, with the increase of elevation and
slope distance, the spatial resolution of radar reflectivity
data becomes larger [20, 21].
The three-dimensional mosaic technology of the Next

Generation Weather Radar (NEXRAD) includes three
aspects in this paper, data processing, interpolation of
single station, and mosaic of multiple radars. The former
involves gridding reflectivity data, and calculating the
common coverage areas of three radars as Section 2.
Then interpolation methods are introduced in Section 3.
Finally, filtering scheme and the three-dimensional mo-
saic process are shown in Section 4. In Section 5, reflect-
ivity mosaics of the three radars in Sichuan province of
China are obtained based on the Adaptive Barnes
interpolation method and Exponential Weighting method.

2 Data
The distribution of multiple radars and the consistency
of data time are two basic conditions of joint detection.
Studies have shown that the closer three radars’ position
are to the equilateral triangle, the better the fusion effect
[22, 23]. Go without saying, the time difference of radars
data should be as small as possible to ensure simultaneity.
In this research, a large amount of precipitation data

from three CINRAD-SC weather radars in Sichuan prov-
ince of China has been collected, and the parameters are
showed in Tables 1 and 2. Precipitation scan data at the
same time (interval less than 5 min) from July 2 to July 7
reflect the detailed precipitation process. The echo data of
three radars of the same model is relatively uniform.

Combined with the parameters of these radars, the detect-
ive coverage can be obtained as shown in Fig. 1.
Radar beams is conically scanning at each elevation

angle when volume scanning. Therefore, the radar echo
data is stored in the form of a polar coordinate system
(elevation, azimuth, and slope distance) in which the
pole is radar station. The spatial resolution increases
with the raise of elevation and slope distance. It is im-
perative to unify the scattered data onto a spatial grid
with uniform resolution. Symmetrical grid is set both in
the horizontal and vertical directions, and the horizontal
resolution is 200 m × 200 m and vertical interval is 1 km
(2 km~ 6 km, five layers).
Basic reflectivity data are interpolated on the grid

points in spherical coordinates, and then it is converted
into Cartesian coordinates (longitude, latitude, height) to
mosaic and display. The arc length between the vertical
projection point of a grid point at any height to the
surface of the earth and the radar station is L, then

L ¼ R� sin−1
r

Rþ h
≈ r ð1Þ

φ ¼ φ0 þ y=Dφ ð2Þ

λ ¼ λ0 þ x=Dλ ð3Þ

Where R is the radius of the earth, and h, φ, λ are the
height, latitude, and longitude of the grid point, and r is
the distance between grid point to radar station, and Dφ,
Dλ are arc length spanning unit latitude and longitude,
and x, y are horizontal and vertical distances between

Table 1 The location of three radars

Radar number Location Latitude Longitude

Z9280 Chengdu, Sichuan 30.6600 104.01

Z9816 Mianyang, Sichuan 31.4522 104.765

Z9817 Nanchong, Sichuan 30.8219 106.0778

Table 2 The main technical indicators of CINRAD-SC weather
radar

Number Project Radar (CINRAD-SC)

1 Transmitter WAVE type C-band (5630 Mhz)

2 Transmitter Peak power 660 Kw

3 Antenna type 4.5 db

4 Beam width 0.9°

5 Detection range 160 km

6 Range Bin 300 m

7 Volume scan mode VCP21

8 Elevation range 0.5–19.5

9 Scan mode PPI
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grid points and radar stations, and φ0, λ0 are the latitude
and longitude of radar station.

3 Interpolation algorithm
The data obtained by radar scans at a certain elevation are
not in the same plane coordinate system, but in the
spherical coordinate. In this paper, several common
interpolation methods are introduced and compared, in-
cluding the Nearest Neighbor method, Vertical Horizontal
Linear interpolation method, 8-point Linear interpolation
method, and Adaptive Barnes interpolation method.

3.1 Nearest Neighbor
In 3D space, the nearest range bin is used to fill the grid
cell. This method depends on the distance between the
grid cell and range bin center. The nearest rang bin is
unique object of reference. This method produces insta-
ble and discontinuous data possibly. Although the Near-
est Neighbor method is the simplest method, it is not an
advisable choice to use it in most case.

3.2 Vertical Horizontal Linear interpolation
The schematic of Vertical Horizontal Linear interpolation
(VHI) is showed in Fig. 2, where (r, a, e) is polar coordi-
nates of grid points, and r, a are slope distance, azimuth.
Moreover, e is elevation located between adjacent eleva-
tion e1 and e2. L1, L2 are the intersecting lines of adjacent
elevation layers and vertical plane which pass through
poles and (r, a, e). The Nearest Neighbor method is
adopted in radial and azimuth. (r, a, e1), (r, a, e2) are

intersection of the vertical line passing through grid point
and the axis of the adjacent elevation beam. (r1, a, e2), (r2,
a, e1) are intersection of the horizontal line passing
through grid point and the axis of the adjacent elevation
beam. r1 and r2 can be determined by Eq. (4).

r1 ¼ r sine= sine2
r2 ¼ r sine= sine1

�
ð4Þ

Then the grid can be determined by VHI:

Fig. 1 The detective coverage of three Doppler weather radars

Fig. 2 The detective coverage of three Doppler weather radars
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Among the expression, we1, we2, wr1, wr2 are the weights
of Z(r, a, e1), Z(r, a, e2), Z (r1, a, e2), and Z(r2, a, e1) which
can be obtained by Eqs. 6 and 7.

we1 ¼ e2−eð Þ= e2−e1ð Þ
we2 ¼ e−e1ð Þ= e2−e1ð Þ

�
ð6Þ

wr1 ¼ r2−rð Þ= r2−r1ð Þ
wr2 ¼ r−r1ð Þ= r2−r1ð Þ

�
ð7Þ

3.3 8-point Linear interpolation
Grid cell f0(r0, a0, e0) falls into a quadrangular prism
whose eight vertices are f1~f8. The grid cell can be ob-
tained by Eq. (8).

f 0 ¼ we1 wr1 f 1 þ wr2 f 2ð Þwa1 þ wr1 f 3 þ wr2 f 4ð Þwa2½ �
þ we2 wr1 f 5 þ wr2 f 6ð Þwa1 þ wr1 f 7 þ wr2 f 8ð Þwa2½ �

ð8Þ
Then, the interpolation weights in azimuth direction

are:

wa1 ¼ a2−að Þ= a2−a1ð Þ
wa2 ¼ a−a1ð Þ= a2−a1ð Þ

�
ð9Þ

3.4 Adaptive Barnes
Barnes interpolation method is wildly used to project
data with uneven resolution into the coordinate system
of a grid with uniform resolution, and it is divided into
uniform Barnes interpolation and the Adaptive Barnes
interpolation. The difference is that the former is suit-
able for the equidistant Cartesian coordinate system, and
the latter is used in the spherical coordinate system
(Fig. 3). The Adaptive Barnes scheme is often applied to
spatial objective analysis with the features of automatic
adaptation to data density and direction splitting, and it
is given by Eq. (10).

f 0 ¼

XN
k¼1

wk f k

XN
k¼1

wk

ð10Þ

Where, fk is the value of a grid point from different ra-
dars, and the weight function is expressed as Eq. (11).
Motivated by spatial characteristics of radar data and by

the suggestions from Doswell [24], the weight function
is split into three directions: radial, azimuthal, and eleva-
tional as shown in Fig. 4.

wk ¼ exp −
Rk−R0ð Þ2

kr
−

θk−θ0ð Þ2
kθ

−
ϕk−ϕ0ð Þ2

kϕ

" #
where f k is validð Þ

0 where f k is invalidð Þ

8><
>:

ð11Þ

In the expression, Rk, ϕk, θk are the polar coordinate
parameters of fk, and kr, kϕ, kθ are smoothing parameters
for slope distance, azimuth, and elevation which can be
adjusted to achieve different smoothing effects.
The design of the Adaptive Barnes weight function

allows the use of different smoothing parameters in dif-
ferent directions to accomplish direction splitting tech-
nique and it is better to adapt the anisotropy of the
radar data spacing. There are two strategies to determine
the Barnes smoothing parameters. The first general
strategy is to fix the value of three smoothing parame-
ters. This technique is a direction-splitting technique as
mentioned above and it can produce weight function
that is consistent with the dependence of radar data
spacing on direction. And the smoothing parameters are
selected according to the data density in the direction of
the minimum density, which may cause the information
collected in other directions to be interpreted as exces-
sive smoothing. In the second strategy, labeled the
matched filter (MF) strategy, the smoothing of equal-
wavelength, one-dimensional waves in the radial,
azimuthal, and elevation directions are matched, result-
ing in an isotropic filter. The smoothing parameters are

Z r; a; eð Þ ¼ we1Z r; a; e1ð Þ þ we2Z r; a; e2ð Þ þ wr1Z r1; a; e2ð Þ þ wr2Z r2; a; e1ð Þð Þ
we1 þ we2 þ wr1 þ wr2

ð5Þ

Fig. 3 An illustration for 8-point Linear interpolation
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set according to the data coordinates and they vary with
the coordinates of the analysis points, and that will re-
sult in the shape of the weight function and the filtering
characteristics are not ascertainable. The shape of the
weighting function is important for retaining the spatial
reflectivity gradients and intensities. Different smoothing
parameters are matched in different directions.
In the second scheme, the smoothing parameters are

constructed based on the coordinates of the analysis
points and the spatial structure of data, and they can be
expressed by Eqs. (13) and (14).

kr ¼ R2 � kϕ ð13Þ
kθ ¼ cos2 θ � kϕ ð14Þ

kr, kϕ, and kθ are set, and the value of the other two
parameters can be computed by Eqs. (13) and (14). The
smoothing parameters are not fixed and they vary with
the coordinates of the position of the sample point. In dif-
ferent situations, different fixed parameter is selected ac-
cording to the data of spatial distribution characteristics
and observer’s goal. The spacing between sample points
on the same radial is fixed (300 m). However, the data
interval in azimuth direction increases with the increase
of slope distance and elevation, and the data interval in
elevation direction vary with the elevation spacing. If kr is

set and kϕ, kθ are computed by using Eqs. (13) and (14),
the Barnes weight function is fixed, isotropic, analogous to
the first scheme which ignore two attributes of radar data.
If kϕ is set and kθ, kr are computed by using the equations,
the elevation and radial components will be filtered ac-
cording to the resolution of the data in the azimuthal dir-
ection. The azimuth component is filtered equivalently at
the same elevation angle and different distances. The high
elevation angle is smoother at the same projection dis-
tance. Likewise, if kθ is set and kr, kϕ are computed, the
azimuthal and radial components will be filtered accord-
ing to the resolution of the data in the elevational direc-
tion. The elevation component is filtered equivalently at
the same elevation angle and in different distances. At the
same distance, the low elevation angle is smoother than
the high elevation angle. In general, if the data interval in
the elevation direction is much larger than the interval in
the azimuth, it would be wise to set kθ.

4 Mosaics
The keys of multiple weather radar mosaic are the
accuracy and credibility of constant altitude plan pos-
ition indication (CAPPI) data of each radar and mosaic
algorithm. Therefore, it is indispensable to filter the
reflectivity data involved in mosaics and to adopt a suit-
able mosaic algorithm.

4.1 Mean deviation filter
The quality of radar data depends on the performance of
radar on transmitting and receiving, the precise calibra-
tion of radar system, and the effective quality control in
the process of data acquisition and product generation.
In the overlap areas of multiple radars, the grid data
from three radars may be in great difference at the same
grid points. One reason is that the characteristics of each
radar are possibly diverse. The deviation is possibly
caused by the difference in the distance from various ra-
dars. Other external factors and radar hardware prob-
lems might also have influence in the quality of radar
data. The data of multiple radars at the same grid cell
are stored in P sequence. The mean deviation of each
data in the sequence can be calculated by Eq. (16).

dvi ¼ Pi−avP ð15Þ

avP ¼
XN
i¼1

Pi

N
ð16Þ

Where, N represents the number of data in the same
grid cell, Pi is the element in sequence P, avP is the
mean value of sequence P, and dvi is the mean deviation
of elements. The threshold of mean deviation is set by
M. If dvi >M, it means that there is a problem with the

Fig. 4 The coordinate system for a fixed, ground-based weather radar.
Where r is the radial distance, R is the distance between projection
points of z plane and radar station, θ is elevation, ϕ is azimuth, and êϕ ,
êθ , êr are vectors in the direction of azimuth, elevation, and radial
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data and we need to delete it from the sequence. Other-
wise, this data can be remained.

4.2 Reflectivity data mosaic
The CAPPI reflectivity data from multiple radars is
efficiently fused to improve the accuracy of weather
detection. The main methods include:

1. Nearest Neighbor

The nearest neighbor method assigns the value of grid
cell which is closest to radar station to the grid cell. The
results produced by this method are relatively rough,
and the mosaic is seriously affected by the quality of
radar data.

2. Maximum Value

The maximum value method includes comparing the
analysis values of multiple radars in the same grid cell
and assigning the maximum value to the grid cell. The
advantage is that it is simple and easy to achieve, but it
will cause errors in overlap areas.

3. Exponential Weighting method
The method is based on the distance between the
grid point and the radar station. There are many
weight functions, in which the exponential
weighting can construct nonlinear relationship
between data which can be expressed as shown in
the Eq. (17).

Z ¼

XN
n ¼ 1

wn � Zn

XN
n ¼ 1

wn

ð17Þ

Where N is the number of radars and wn is weight
parameter which can be showed as follows:

wn ¼ e−
rn2

R2 ð18Þ

Where r is the distance from the grid point to the
radar station and R is equal to 100.

5 Result and discussion
5.1 Interpolation methods verification
CAPPI images at the height of 3 km as shown in Fig. 5
are obtained by adopting echo data detected by the
Z9280 at 9:20 am on July 2, 2018 and by using the
Adaptive Barnes interpolation algorithm and other

commonly used methods (VHI, the Nearest Neighbor,
8-point Linear interpolation).
The value of a grid cell is determined by the linear re-

lationship in elevation and azimuthal by VHI, and it is
influenced by nearby vertical and horizontal data. From
Fig. 5a, the data is smoothed linearly and excessively in
the radial direction, causing the reflectivity CAPPI image
to be distorted. Moreover, the intensity of reflectivity is
weakened on the whole, especially in the heavy rainfall
area. While the elevation is less than 20°, the two hori-
zontal influential values have less influence on the grid
cell. Hence, when the horizontal influential value is
taken at a lower elevation, it may exceed the radial de-
tection distance. The Nearest Neighbor method does not
show any smoothing and linear processing on the data,
therefore the mutation occurs in Fig. 5b. The Nearest
Neighbor method is unstable and it is greatly affected by
the interval and quality of original data. The 8-point
Linear interpolation method is consistent with other
methods in the size and intensity of heavy rainfall areas,
and it has better total effects. However, there are many
blank areas in the marker position.
The elevation range of CINRAD-SC radar scan from

0.5° to 19.5°, but the azimuth spacing on the same eleva-
tion layer is about 1°. The kθ is fixed and kr, kϕ are calcu-
lated by Eqs. (13) and (14). The matched filter strategy
smooths grid data in different directions, making the
CAPPI images smoother and have better anti-noise abil-
ity, and the intensity and extent of the heavy precipita-
tion can be more precise. The eight adjacent grid cells
determined by adjacent elevation, radial, and azimuth
are regarded as the impact point. The smoothing param-
eters of the three directions are set according to the
spatial structure, making the overall smoothness better
without distortion.
The performance of the interpolation algorithm can

be judged from the proportion of points with valid
data, the smoothness and continuity of the generated
image, and the location and heavy precipitation areas
as shown in Table 3.
In the current experimental environment, it is a wise

choice to fix kθ and calculate kr, kϕ. We should choose to
fix one of the three according to the actual situation and
the structure of data.

5.2 Mosaics verification
By using the Nearest Neighbor and the Maximum
Value methods as well as the improved Adaptive Barnes
interpolation algorithm, the data of Z9280 in Chengdu,
Z9816 in Mianyang, and Z9817 in Nanchong at 9:20 am
on July 2, 2018 were tested respectively, and the CAPPI
images of several radars at a height of 3 km are fused as
shown in Fig. 6.
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From Fig. 6c, it can be seen that the CAPPI map of
reflectivity data is defective in some radial of radar
Station in Nanchong as there are occlusions on these
radial propagation paths, which prevents the area be-
hind occlusions from being detected. Although the
data of some radars is missing completely in some ra-
dial directions as a result of the conditional con-
straints, data of the commonly covered areas proved
to be good, eliminating the problematic data by fusing
multiple radar data. It turns out to be better if im-
proved Adaptive Barnes interpolation method was
used. The CAPPI image is smooth and continuous
without obvious mutation.
In the Nearest Neighbor method, the closest data of

the radar in the commonly covered areas of the radar is
selected to fill the grid cell, leading to discontinuity and

mutation. For instance, the Mianyang radar station has
obvious sections and blanks from 50 to 90 km in the
East as shown in Fig. 6d. The Maximum Value method
fills the common detection areas with the maximum
values of three radars in each grid unit. It can be seen
that the data of the commonly covered areas increases
generally. The decrease of detection accuracy caused by
the increase of detection distance as shown in Fig. 6e is
negligible. The Exponential Weighting method makes
the weight of the close-range grid data larger, and the
weight of the grid data far away from the radar is
smaller. After combining the exponential weights of the
grid with grid data, the mosaic images are effectively
fused, and the position and intensity of strong precipita-
tion are consistent with the single radar CAPPI image.
In a single radar scan area, the mosaic after filtering

Table 3 The comparison results of interpolation methods

Category VHI Nearest Neighbor 8-point Linear Adaptive Barnes

Proportion of points with valid data 59.32% 56.63% 55.07% 60.02%

Smoothness Ordinary Ordinary Ordinary Excellent

Continuity Poor Poor(mutation) Excellent Excellent

Heavy precipitation areas disappeared Accurate Accurate Accurate

(a) (b)

(c) (d)
Fig. 5 CAPPI distribution map at 3 km altitude. a VHI, b the Nearest Neighbor, c 8-point Linear interpolation, and d the improved Adaptive Barnes interpolation
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(a) (d)

(b) (e)

(c) (f)
Fig. 6 Reflectivity mosaics of precipitation data at 3 km altitudes. a–c Are CAPPI map of Chengdu, Mianyang, Nanchong by the improved
Adaptive Barnes interpolation algorithm. d–f The CAPPI mosaics with the Nearest Neighbor method, the Maximum method, and the Exponential
Weighting method

Table 4 The comparison results of mosaics methods

Category Nearest Neighbor Maximum Value Exponential Weighting

Continuity Poor (missing massively) Excellent Excellent

Stability Poor Poor Excellent

Heavy precipitation areas Intensity Greater Standard Standard

Range Larger Standard Standard
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does not have excessive smoothness and blurred edges.
And individual abnormal data is eliminated. The joint
detection of multiple radars counteracts the problems of
insufficient detection range, inadequate detection accur-
acy of single radar, and data quality affected by larger de-
tection distance and occlusion. For example, there is a
strip section in the west of Nanchong radar in Fig. 6c,
smoothed continuously after the mosaic. Table 4 sum-
marizes the performance of those mosaic methods from
the continuity and stability of mosaics, and the intensity
and range of heavy precipitation areas.
In order to compare the effect differences of these

mosaics methods, a point A is obtained by project-
ing the center point of the triangle formed by the three
radars onto the 3 km CAPPI plane, then three lines are
constructed which are L1, L2 and L3, as shown in Fig.
7. The reflectivity values on the grid points on line L1,
line L2 and line L3 are plotted in Fig. 8. As can be seen
from Fig. 8, the general trend of reflectivity change
along the lines after mosaicking with these methods are
roughly the same. However, we can see that the amount
of fluctuation is largest with the Nearest neighbor
method in detail and the mean value is largest with the
maximum value method. From Fig. 8b, it can be seen
that there is a big error between the Maximum value
method and others within 10 km from Mianyang radar
station. In Fig. 8c, the first 30 km on the path is not in
the common coverage area so that the line charts are
overlapped. In general, the Index weight function has
a stable and reliable performance.
In conclusion, the mosaic result of the Exponential

Weighting has obvious advantages compared with
other methods. It can also be applied to the
high-precision three-dimensional mosaic of the na-
tional radars and improves the precision of weather
forecast.

Fig. 7 An illustration of three verification paths

Fig. 8 a–c Comparison of reflectivity values on grid points on L1, L2
and L3 after mosaicing with different mosaic methods
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6 Conclusions
In this paper, several interpolation and mosaic ap-
proaches are evaluated by using the raw data derived
from the NEXRAD located in Chengdu, Mianyang, and
Nanchong of Sichuan province in China. The Adaptive
Barnes interpolation method is improved, making the
smoothing parameters change flexibly with the spatial
structure of radar data, while fully retaining the charac-
teristics of the raw data. By comparing the CAPPI of
reflectivity with the traditional inversion algorithm, the
improved Adaptive Barnes interpolation method has ob-
vious advantages in smoothness, continuity, and other
precipitation characteristics. Besides, it makes up the
sudden changing and empty data cell problems of the
Maximum value method and the Nearest Neighbor
method. The Mean deviation method can filter the error
data caused by the poor quality radar data effectively
and makes the data involved in multi-radars mosaic
more credible. By conducting a large number of case
experiments, it is found that the Exponential Weighting
method can fuse the grid data of multiple radars effectu-
ally, and it can form continuous three-dimensional re-
flectivity analysis field.
The interpolation and three-dimensional mosaic of three

Doppler weather radar data are realized. A new scheme of
smooth parameter is proposed to keep good characteristics
of the raw volume data. These methods can also be applied
to the data interpolation of regional multi-radar or even to
the high-precision three-dimensional mosaic of the national
radars, and they can provide high spatial and temporal
resolution three-dimensional grid data for the depth appli-
cation of the NEXRAD.
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