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Abstract

In order to reduce pesticides, it is also necessary to understand how plant diseases originate in the beginning and
to be around them all around the world. One of the best ways to achieve this goal is to promote images that are
not visible to the world (WMSN) in an agricultural country. However, the sending of a wireless device with little
knowledge of the images will add more traffic to traffic, especially electricity. In this pamphlet, we create a diagnostic
procedure that is aimed at driving WMSN’s additional resources. From the study of the locally available nodes of the
plants, this new technique can make the first choice on the vegetation of the plants, knowing how to send pictures
to the control center to continue to explore, to move forward. Look at the Internet. The same method includes the
distribution of images using color and shape, and its 2D profile is used as part of the stages. What happens on metal
images and lack of food indicates that the correct route is 94.5%.
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1 Introduction
Agriculture is now changing from modern farming to
modern agriculture. Agricultural marketing (IOT) will
play a major role in promoting agricultural farming,
including agricultural infrastructure development, the
development of modern agricultural technology and
agricultural use. The use of modern technology, com-
puter technology, and computers is a computer-
simultaneous work of coordinating the development of
smart farming and productive farming [1].
Crop rotation as a major activity for agricultural ma-

terial is of great importance [2]. Because of climate
change, it is not only necessary to do a thorough investi-
gation and research on the growth of the crop, as well as
to understand the small crop yields. The growth of the
crop and the growth of crop yields provides scientific
and agricultural support. In order to maximize the
profitability of farming, various species of biodiversity
and biodiversity were established. The crop rotation sys-
tem also confirms two types of information and re-
engineering. The room for environmental creation pro-
duces heat and soil, such as heat, humidity, wind, wind,

rain, pH prices and so on [3]. Panel drawing photo gets
a picture of the size of the plant. The size and size of the
crop can be shown directly. Many numbers make up a
moth-free area, and they can use the Internet.
The whole story is being prepared in this way. The

second phase creates the design of the hardware plat-
form. The third stage, the provision of scalar sensor
node is asked. Then in the fourth stage, the formation of
a photo snapshot picture is described. The fifth stage,
the program is launched. The sixth stage produces test
results. Finally, summarize this pamphlet.

1.1 Related works
Work offices use WSN node (or node) to learn more
about the soil and send data to archives. Micro devices
have sensors, systems and communication trips. The key
points to consider are the need to use data, time and re-
sources for communication, the size of the connection
to node and sensors, crop requirements and so on.
These articles are discussed in this section. Because the
sequence of the list is divided into size groups, each part
of the field is managed by one or more groups made up
of one or more WSN additions. Soils will have more in-
formation about soil, climate, and / or crops. When air-
plane travels at each camp, the data is sent to a storage
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facility, which sends packages through the UAV airplane,
which is represented as an airplane.
This natural body has been described as a comprehen-

sive web site [4, 5]. It also allows for node sections to be
explained in accordance with minimum requirements
and requirements, regardless of communication. In this
mode, the number and functions of node are upping as
these factors are used to establish and grow in each field.
In this sense, the area where the height of height is not
too high (eg, temperature) will be monitored by a num-
ber. Instead, neighboring glasses should be used to
monitor changes in amplitude (eg gas, shaking). Good
bulletin and internet system are proven by trials: from
the christmas movement, the number of natural tenden-
cies is learned to describe big changes. With these data,
the particles can be moved quickly, and the example
used in the inner location is found [6].
However, communication skills should also take into

account. The delivery of windows should re-do dust
work, but to try to create a mesh bullet that permits full
cooperation between the nodes nearby. It allows all the
data to be stored by placing the flight number in the
jungle, so avoid the need to find it correctly. Access to
more information from any neighboring location also
contributes to the best way to solve each phase. It seems
to make the whole world run smoothly and causes prob-
lems related to communication [7]. This process works
best if there is no bad grid that is meant to be originally
meant for the environment, but without working prop-
erly. When node distribution really causes the spread of
stories about communication becomes important only.
Even at this time, construction can make sure that the
work is more productive and increase the amount of
time required. In addition, it is not only the way to pre-
pare eggs for the eggs. As shown in these books, many
of the methods used are described and described in a
series of times that are sometimes outdated and time-
consuming, not working and waiting for regular com-
munication [8]. However, the house will be full of over-
flowing sequence where the main package is being sent
out from each point to reduce the harvest time [9].
Convolutional neural networks are now considered to

be a great way to explore something. With advanced
technology, the most efficient machines are the same.
Among them, we mentioned the best known methods
and notes. We settled on three recent construction pro-
jects: high-speed construction in the areas (Fast R-CNN)
[10] in the paper, Single shot multi-box detector (SSD)
[11] and network-based convolution network (R- FCN)
[12]. As explained in [13], although the meta-column
was originally planned by another device (VGG, ResNet
etc.), we now use unequal enhancements for infrastruc-
ture. Therefore, all construction must be connected with
any drawings, depending on the work or needs.

Fast R-CNN, the test process is executed out in two
steps. Firstly, the manufacturing area (RPN) takes the
picture as a reflection and preparation by drawing [11].
Medium tools are used to define conflicts; everyone has
a score. In order to teach RPN, the plan to consider
whether it includes the ironic idea of the object in terms
of the IOU, between what they want and world stan-
dards. In the second section, a box that is already made
is designed to lift objects from the same graph. There-
fore, these damage are fed into additional iron sheets to
showcase the potential of the modern listings and boxes
in all areas. All of this is done through a collaborative
partnership, allowing the system to share all the tools re-
lated to the change and form of interface, so that it can
achieve unique limits. Since the start of the R-CNN
start-up, it has been linked to a number of jobs due to
its good performance in known knowledge by the
district.
SSD infrastructure [14] uses feedforward network con-

volution to solve problems. Websites make up a regular
group of boxes and availability of items in each box. The
nets can do different things by combining prophecies
from different groups with different answers. In addition
to that, the SSD includes the process to become a single
internet, thus avoiding the process of disruption process
as well as timing time [15].
The R-FCN program [16] provides the use of graphs

that can use to solve the problem of transformation.
This proposal is analogous to a Fast R-CNN, but not
from the same previews that are invading the region, but
from the last areas that are shaking sideways (a region
with greater chance of including things or being part of
it) before it can [17]. By using this method, the storage
capacity used in the local population is reduced. In [16],
they demonstrated that using the ResNet-101 if a trans-
parent device can make competitions compared to the
Faster R-CNN.
So as to combat the type of wireless weaknesses such

as quick communication, power consumption, limited
use and power conservation and low-density, a mixed
product consisted by three different sections is made: 1.
The search system. They are consisted from a machine
with no electricity, which can manage the seed to make
it known (for example, a good sample, storage, and
drive). This is explained in detail in Section 2.1. 2. Mo-
bile phone guide. The revised version is associated with
the phone number that carries the vehicle and is used as
the data collection section, described in section 2.2. 3.
Long-term communication Finally, a computer-based
network service provider that offers long-term services.
This is explained in section 2.3. The activity on the
package is displayed on Fig. 1.
In order to meet the demands of the project, for ex-

ample, to look at the distance between the garden and
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the reserve, the package used for GPRS is allowed. Com-
munication with an UAV database. GPRS connections
allow data data to transmit from the dust of the vineyard
until the train passes longer. The solution to this prob-
lem is just a few (QoS) of the catalyst machine, so it may
seem like powerful and reliable. Unlike GPRS modules,
modems placed on the UAVs allow data to be supplied
to undermine the most advanced GPRS-outdoor areas
outside of remote villages. The data is stored and then
published as the UA arrives on the site with the inter-
view. Another program is to use SMS (SMS), which al-
lows regular messages to be sent to farm managers. To

increase their knowledge. The above-mentioned method
is based on the Arduino Board board and the GPRS
team, which includes HiLo SAGEM method (see fig. 2).
This node is a self-representative SoC THLK2405 and

CMOS photo drawing OV7640. Photo preview is in-
cluded in SoC THLK2405. The graphic section includes
three stages: the image area of the image, data capture
and stress area. OV7640 offers additional display or
image enhancements 8 in different words; is monitored
by the web camera interface. OV7640 has images that
can run faster for 30 frames per second, and run the
image on the character of the photography, publishing

Fig. 2 Arduino system employed for communication with the base station, likewise for message delivery. The system mentioned above is based
on the Arduino Uno board and the four-band GPRS module, which includes a HiLo SAGEM communication module (see Fig. 2)

Fig. 1 An illustrative example of the overall remote sensing mission. The system layout on the package is shown in Fig. 1
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and publishing data. All the basic artwork, including
ensuring ensuring, gamma, white cleanliness, color
display, loss and so on, can also be processed through
SCCB form. Figure 3 shows the headings and images
of pictures.

2 Methods
Tomato trees are protected against many diseases and
damage that cause disease and pests. Several reasons
may be due to the harvest: (I) abiotic complications due
to nature, such as heat, humidity, nutrients, fertilizers,
bright colors and plants; (2) pathogens from plants to
plants such as whitefly, vegetable gardens, worms, and
so on. (3) Many diseases, including bacteria, viruses, and
fungi. The disease is a pest, as well as a plant that has a
variety of shapes, such as shape, color, shape, etc. There-
fore, because of similarities, these changes are difficult
to distinguish, which makes their awareness difficult,
recognition and preparation can prevent many of the
damage. Based on the information we have discussed,
we consider the following characteristics:

� infection: according to the life cycle of the disease,
plants show different patterns and their infection
status.

� Location of symptoms: disease affects not only the
leaves, but also the other location of the plant, such
as stems.

� Leaf pattern: symptoms of disease show a marked
change in the front or back of the leaf.

� Type of fungus: determining the size of fungus can
be a simple way to distinguish clearly certain diseases.

� Color and shape: according to the disease, the main
plants body may be look like different size at different
time of infection.

Figure 4 showed the characteristic of different condi-
tions and varying diseases and pests identified in our
method. A detailed research of the symptoms of each
class and pest is described in [18].
At each step, the window will sliding to a new loca-

tion, it will predict the current region proposal at the
same time, so the size of the reg layer will be 4 times lar-
ger than the number of the windows, compute the posi-
tions number of k boxes. Based on the research results
of others, we found that using a variety of different feet
the feature map of degree is predicted, and better results
will be obtained. Therefore, we choose to use the output
of 6 convolutional layers as the prediction layer of our
network, which are res3b3 [19], res5c/conv1–2 [20],
res5c/conv2–2 [21], res5c. /conv3–2, pool6. There will
be two branches after each layer, one branch is respon-
sible for predicting candidate frames, and one convolu-
tional layer prediction candidate frame can be directly
followed by the feature map. The other branch is re-
sponsible for predicting which category the candidate
box belongs to [22]. Of course, each The candidate box
for a layer of prediction and the number of categories it
belongs to are fixed. Therefore, we can get 6 sets of can-
didate boxes, then we only need to combine the 6 sets of

Fig. 3 The front and reverse sides of image sensor node. Figure 3 shows the heads and tails of the image nodes
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candidate boxes together and calculate the loss function,
then update the parameters of the network. The detailed
structure of the network is described below.
For a complete target process, the first thing we need

to do is to build a data set for our algorithm to learn.
This data set should include the original image, as well
as the location of each object in the original image. The
detailed information we have Introduced in 2.2. Next we
need to do a simple processing of the data set. Due to
the algorithm used in this paper, we need to adjust the
image to a fixed size. The fixed size used in this paper is
300 × 300. Next, we need to make an enhancement to
the data, mainly because the training data included in
this article is relatively small, so we need to increase the
amount of data. Our loss function for the image is de-
fined as:

L ¼ 1
N

X

i

Lc pi; p
0
i

� �þ λ
1
N

X

i

p0iLr ai; a
0
i

� � ð1Þ

Here, i is the index of a small number of anchors,
and pi is the prediction probability of the anchor i as
an object. If the anchor is positive, the ground live
label p�i is 1, and if the anchor is negative, it is 0. ti
is the vector representing the four parameterized co-
ordinates of the predictive boundary frame, and t�i is
the vector of the ground live frame associated with
the positive anchor. Classification loss Lcls is the loga-
rithmic loss of two classes (object and non-object).

For regression loss, we use Lregðti; t�i Þ ¼ Rðti−t�i Þ ,
where R is a robust loss function (smooth L1) defined
in [23].
For one of the feature maps [24] in each of the

above layers, a solid number of candidate boxes. For
example, if the size of the feature map is m × n and
the number of candidate frames generated by each
position is k, then for a detection task of a class c
object, (c + 4) × k × m × n data. We call him the prior
box. Here’s how k is generated.
It is necessary to generate k differences in the same

position of the feature map.The candidate box is because
it can handle the problem of objects of different scales.
The aspect ratio used in this paper is {2,3}. In the feature
map of res3b3, we only use the aspect ratio of 2, that is,
in the layer of res3b3, each point on the feature map is
generated. 3 candidate boxes, each of the other feature
maps produces 4 candidate boxes. Thus we get m × n × k
candidate boxes. The six candidate boxes consist of two
squares, min_size×min_size, max_size×max_size, and
the other two are calculated based on the aspect ratio
and min_size. This way we have a lot of candidate boxes.
Next we need to match the candidate box to the real
box we have calibrated in our dataset to get the real box
of our training. First we need to calculate the IOU [25]
of the candidate box and the real box we generated in
the current layer, and then select the positive sample
with IOU greater than 0.5, and the negative sample with
less than 0.5. However, there is a big problem in doing

Fig. 4 The representative of diseases and pests affecting tomato plants. In Fig. 4, we show representatives of different conditions and varying
diseases and pests identified in our work. (a) gray mold, (b) canker, (c) leaf mildew, (d) plague Yersinia pestis, (e) leaf miner, (f) whitefly, (g) low
temperature, (h) nutrition excess or lack of, (i) powdery mildew. Collect images under different changing and environmental conditions. These
patterns help to distinguish between certain appropriate characteristics of each disease and pest
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this. Because we generate a candidate box at every pos-
ition, there will be a large number of samples that are
negative samples, so that we will have sample imbalance
when training. The final training results have a relatively
large impact. Therefore, we need to deal with the
phenomenon of sample imbalance here, using focal loss
to deal with such a situation, mainly to balance the
negative and positive samples on loss. The method used
in this paper is to use the difficult sample mining
method. In this paper, the value of the loss function of
each candidate box is calculated in the forward calcula-
tion, and then several candidate boxes with the largest
loss function value are selected to be retained. Other
candidates The box is directly discarded to ensure that
the ratio of positive and negative samples in the training
process is 3:1. In this way, we have obtained all the train-
ing data.

3 Experiments/results
We tried the difficulties in our Cole and pathogens, for
example [17]. It includes about 5000 images collected
from many Cole fields in Korea. Pathogens and diseases
can be carried out in different areas such as weather,
space and moisture. Thus, the images are collected in
different ways according to time (such as lighting), wea-
ther (such as heat, humidity), and sweet surfaces (using
a greenhouse). Additionally, our dataset includes photo-
graphs and variations, samples from the beginning, mid-
dle and end endings, images contained with different
pages of plants (eg, stems, leaves, fruits, etc.), different
plants, green make-up plants, etc. components Examples
for each class are illustrated in Table 1. After the add-
itional supplementary techniques, the number of annota-
tion figures is similar to the set limits for the image in
the image: geometric change (change, crop, fluctuation,
fluctuation) and radical change (contrast to lighting,
color, sound). The previous class is a horizontal class

with a more detailed picture. When creating a CNN
storage library, its box is used as an unpleasant example.
However, the alternate page view of Alternaria is a

very similar type of rust, which determines their number.
As shown in Fig. 5, an example of GoogLeNet Inception
is used to remove the original statues of the image, mak-
ing it more likely to deteriorate in different places.
Therefore, the requirements used for CNN are a clear
indication of the rape of the leaves.
In addition to the databases used [18], we have a new

class with “yellow curl” images. As mentioned earlier,
one of the major problems that we have found to reduce
energy generated by the system is the balance between
classrooms because of the limited resources and data
available. This can be illustrated by the number of indi-
vidual pictures, as shown in Table 1 and Fig. 6.
The size of the data cells affects the correctness of the

apple’s awareness. In this paper, two experimental teams
are being conducted to show that the damage is real.
The model was already taught and after data develop-
ment. From the results shown in Fig. 7, it may be clear
that the teaching method is a non-disclosure process,
and eventually results in a total of 86.79%. However, the
additional requirements and policies make up 97.62% ac-
curately, making this total by 10,83% compared to those
that were not lost. It can be seen from the results which
are known as, as shown in Fig. 7, this phenomenon is
due to the following reasons: (1) Systematic arrange-
ments that are made up of various specialized photog-
raphy techniques provide many opportunities for
learning how to apply models on CNN; (2) the spread of
different types of photographs to the teaching of weight
gain in the example from CNN, but the photographic
figure of the image is a wide range of variations and will
cause serious problems; (3) The picture begins with the
image of an apple photograph, so the CNN model can
better appreciate the apple’s character made from apple

Table 1 The list of the classes included in our Cole pest and disease dataset and its annotated samples
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fruit. The display results show that data expansion may
result in increased power levels.
Table 2 shows the final results of our refined system.

The relative value proves that all categories have a satis-
factory improvement compared to our previous results.
The average accuracy has increased by about 13%. In
fact, this is due to the implementation of a secondary
diagnostic unit (CNN filter bank) that enables the sys-
tem to filter misclassified samples, with a primary focus
on reducing false positives.
Sample size and change are another key point influen-

cing the end result. For example, in the case of gray
mold, the number of samples is less than that of leaf
mold. In addition, the gray model class shows high
intra-class variability, which may confuse the system
with other classes (see Fig. 7).

4 Discussion
On this paper, a new way to get an UAV with wireless
clocks (WSN) is run to look different from the plots.
The following approach can overcome the problems as-
sociated with the distribution of interest-oriented areas,
such as how long it is not possible to use WSN, related
and continue to look at different issues. These problems
have been supported by using a basic WSN mobile de-
vice that can always remember the subnetworks that are
available in all regions. Because the movement organs
are the ones that exist, it is easy to deal with problems
related to soil conditions. We have been asking for a
strong - known knowledge of mysterious learning known
by pathogens. This process creates a cure for disease and
the location of tomato trees, which represents a signifi-
cant difference in other ways of fighting disease. Our

Fig. 5 Activation visualization: (a) original image; and (b) the learned weights by the first layer. As shown in Fig. 5, the model proposed by
GoogLeNet Inception is used to extract the pathological features from the original image, which improves the automatic feature extraction in
multidimensional space. Therefore, the proposed model based on CNN has better recognition ability for rape leaf disease

Fig. 6 Some False Positives Produced In The Primary Diagnostic Unit. Figure 6 shows some false positives produced in the primary diagnostic
unit: (a) the ulcer sample was detected as plague; (b) the gray mold sample was detected as ulcer disease; (c) the low temperature sample was
detected as ulcer disease
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review uses pictures that are carried out in situ with
various camera tools and uses them using the latest
technology and software programs using the GPU, rather
than using a collection of natural resources (vegetation,
vegetation) and research in the laboratory. In addition,
our data on the diseases of tomato and insect pests have
different functions, such as light, size, and so on. Our

goal is to gain a deeper understanding of our work ex-
perience. Therefore, a comparison between the test re-
sults and the various depths of construction and the
demonstration of how our detective detection system
can find eight types of diseases and pests, including vari-
ous and varied challenges. Additionally, we find that
using advanced and more advanced technology can

Fig. 7 The influence of expanded dataset. As shown in Fig. 7, this phenomenon is mainly due to the following reasons: (1) the extended datasets
generated by various digital image processing techniques provide more opportunities for learning appropriate hierarchical features for models
based on CNN; (2) the expansion of image diversity in image dataset is helpful to fully train the weight of learning in the model based on CNN,
but the smaller image data set is lack of diversity and will lead to over-fitting problem; (3) the image preprocessing simulates the real collecting
environment of apple pathological image, so the model based on CNN has better recognition ability to the natural apple pathological image
obtained from apple orchard. The experimental results show that the extended data set can improve the generalization ability of the
proposed model

Table 2 Comparison of our proposed method with other method
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achieve better performance. We hope that our prepared
program will play a key role in the research process. Fu-
ture work will improve the future results and further
work will spread the knowledge of disease and insects to
other plants.
The main purpose of the project is to use the UAV as

a link to airline and to fix WSN change when the UAV
is near your target area. Ad-hoc communications and
communication systems have been used to solve these
problems. In addition, the establishment of a user inter-
face, can deal with data and monitor data. We need to
emphasize that the cheap and reliable UAV platforms
are now available and can be easily used for such pur-
poses. The project provides an opportunity to try using
four automobile vehicles in real-life situations. The UAV
can stop the project and fly over a different distance.

Abbrevistions
ANN: Artificial Neural Network; BP: Back-Propagation; CNN: Convolutional
Neural Network; LDA: Linear Discriminant Analysis; MLP: Multi-Layer
Perceptron
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