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Abstract

Data collection is the basic functions of the Internet of Things (IoT), in which the sensed data are concentrations
from sensor nodes to the sink, with a timely style, so the smart response can be done for emergency. The goal of
multi-modal sensor data fusion is to obtain simple and accurate data to enhance system reliability and fault
tolerance. Energy efficiency and small delay are the most important indicators which govern the performance of
IoT. Convergecast is a low-latency data collection strategy based on effective time division multiple access (TDMA),
in which each sensor node generates a packet, and m packets can aggregate to a packet. However, in most
practical networks, sensor nodes do not necessarily generate packets during each data collection cycle, but instead
generate packets from time to time. In the previous convergecast strategy, each node was fixedly allocated a slot,
which increased the delay and wasted energy. A delay and energy-efficient data collection (DEEDC) scheme-based
matrix filling theory is proposed to collect data in a randomly generated WSNs with minimum delay and energy
consumption. The DEEDC scheme uses a clustering approach. For each cluster, the number of slots required for
transmission is calculated by matrix filling theory, not the number of nodes that actually generate data. This ensures
that data can be collected in a network with randomly generated data (number of slots ≤ number of nodes),
thereby avoiding the allocation of slots for each node and the acquisition of redundant data to lead to the wastage
of time and energy. Based on the above, a mixed slot scheduling strategy is proposed to construct energy and
delay-efficient, collision-free schedule scheme. After extensive theoretical analysis, by using the DEEDC scheme, the
delay is reduced by about 50~80%, and the energy consumed is reduced by about 40~57%.
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1 Introduction
The Internet of Things (IoT) is the latest Internet evolu-
tion, with billions of Internet devices. Such as cameras,
RFIDs, in addition to wearable, vehicles, to smart meters,
medication pills, industrial, and signs machines [1–5]. An
important part of the IoT is wireless sensor networks [6,
7]. Widely followed by researchers due to their large-scale,
self-organizing, and dynamic characteristics [8–10], and
has been widely used in industry, traffic information,
military, environmental monitoring, etc. [11–15]. As the
technology matures, the processing capabilities and
sensing capabilities of sensors become more and more

powerful. In addition, the number of types of perception
increases and the accuracy of perception is higher. In
addition, its size has become smaller and the price is
cheaper [16–20]. This has made the application range of
wireless sensor networks more widely expanded, including
smart home, intelligent agriculture, and other fields
[21–25]. With the development, sensing device has also
developed rapidly; the current Internet is experiencing
a trend from centralization to marginalization, Cloud
computing [26, 27], Edge computing [28, 29], and Fog
computer [30–32] which correspond to the new compu-
tational model proposed for such development [26, 28,
33–35]. With the rapid rise of artificial intelligence tech-
nology [36, 37], the combination of artificial intelligence
and Internet of Things (IoT) has made it a longer develop-
ment [38–40], which has become the focus of researchers.
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Broadly speaking, multi-modal sensor data fusion not
only refers to the synthesis in different modalities but
also includes different features and the same type of data
fusion in the same mode.
Sensor nodes are responsible for monitoring events

within the perceived range, sensing surrounding data.
Then send them to the sink node via multi-hop routing
[41–45]. To realize the enormous potential of wireless
sensor networks (WSNs), it is important for sink to in-
tegrate the sensed data by many sensor nodes, and distill
the high value information for each application needs
[46–48]. Based on economic considerations, sensor nodes
are simple in construction, small in size, and powered by
batteries, which can be used with limited energy [3, 5, 7,
43, 49, 50]. Therefore, energy efficiency has become an
important indicator [51, 52]. On the other hand, the main
application of WSNs is monitoring [22, 49]. When a
monitored event occurs, the packet is forwarded to the
sink so that the system can quickly process the event,
because the delayed data transmission may cause serious
loss [21, 44]. For example, in the monitoring of critical
facilities, important buildings, industrial sites, geological
hazards, and fires, delayed data routing can lead to
the destruction of important facilities, and people and
objects in geological disaster areas cannot be trans-
ferred, resulting in serious losses. Energy-efficient and
fast data collection has become an important research
content of WSNs [4, 5, 21, 53–55].
Convergecast data collection is an effective method

widely used [4, 5, 21, 53–55]. The Convergecast method
uses two important methods. The first is the data fusion
mechanism. It adopts a data aggregation method in which
a class of m data packets can be organized into one after
encountering each other [4, 5, 21]. This data aggregation
method is often used in applications such as monitoring
the highest temperature, average temperature, and mini-
mum temperature [4, 5, 21]. For example, when monito-
ring crops, only the three temperatures mentioned above
need to be known. The second method is the time division
multiple access (TDMA) mechanism [4, 5, 21]. In the
TDMA method, a slot for performing data operations is
accurately assigned to each node. When a node is per-
forming a data operation, it is awake, and at other times, it
goes into the sleep state to save energy. Therefore, for
Convergecast, the working process of each node can be
divided into two stages. First, the node does nothing
except receive data. In the second phase, the node
performs data transmission, that is to say, the received
data is fused into one data packet and sent out, and then
the data is no longer received [5].
In many studies, the state transition of a node does

not consume energy. Therefore, it is a reasonable way to
use the TDMA method to arrange the nodes’ slots on
demand. However, in practice, the state transition of a

node requires energy consumption. Therefore, Xu et al.
[56] suggest that the node be in a sleep state for more
time and reduce the possibility of node state transitions.
If the interval between the two data operations of the
node is long, let the node sleep first and then awake,
which can save energy. However, if the interval between
two data operations of the node is relatively short, it
may be more energy-saving to keep the node in the
awake state. Xu et al.’s research proposes a scheduling
strategy that requires only two state transitions in a data
collection process. The first phase is the collection of
data in the cluster, at which point each member of the
cluster sends data to the head. For cluster member
nodes, they only need one slot to send data, and all the
data operations are completed. For the cluster head, in
the first stage, after awake, it starts to receive the data.
In the above process, the cluster head node is always
awake. The second phase is the data transfer between
the cluster heads: When the first phase is completed,
each cluster head has received all data. At this time,
inter-cluster data relay starts from the far sink area. To
save energy, the cluster head node near the sink area
first goes into the sleep state, and waits until the inter-
cluster data relay is needed. In the method proposed by
Xu et al., the node only needs to convert the state twice.
In the study of Xu et al., a structure of an unequal

cluster network is used. In such a network structure, the
radius of all clusters in the network is the same. In Li et
al. [5], we believe that the performance of data collection
(e.g., latency and energy utilization) is not optimal in a
network structure with equal cluster radius. Therefore,
we use a network structure with unequal cluster radii.
Different from most previous studies, in our proposed
strategy, the cluster radius is smaller in the far sink re-
gion. With such a network structure, the node can only
switch state once. This is because the nodes in the far-
sink area have a smaller cluster radius, and they enter
the inter-cluster relay process earlier. When the node
near the sink area completes the data collection work in
the cluster, the data packet in the distance has just ar-
rives. Therefore, the number of state transitions can be
reduced from twice to once, and the delay of data collec-
tion is significantly reduced.
Although the current research has achieved good results,

it is based on the assumption that each node generates a
packet in each round of data transmission. However, in
actual situations, some nodes do not generate packets every
time. As a simple example, when monitoring forest fires,
nodes only need to send data packets when the danger is
detected and only need to send sporadic packets in other
times. Obviously, it is not appropriate to assign a slot to
each node in such a network. According to the previous
strategy, at least n slots are needed in a cluster with n
nodes. However, if the data packet is generated irregularly,
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if the proportion of nodes generating the data packet is
only ε, then the theoretical number of slots to be allocated
is εn. In this case, the strategy of still allocating slots for all
nodes is wasteful, making the data collection delay large,
and let node awake, which does not need to transmit data,
also consume energy and reduce network lifetime.
In a network where packets are randomly generated, in

theory, the slots required can be greatly reduced, but
finding a suitable collection strategy is an extremely hard
problem. The difficult point is that the TDMA scheduling
strategy is based on a centralized scheduling, and the state
of each node in the network is obtained before scheduling.
In addition, TDMA requires that the network parameters
for each data collection be the same, ensuring that the
scheduling slots are fixed. The network randomly ge-
nerated by the data does not meet the above requirements.
First, the nodes that generate the packets and the

number of generated packets are all changes. Therefore, it
is necessary to re-allocate the slot for each node before
each round of scheduling to achieve good results, but this
is not practical. The reason is that the scheduling algo-
rithm does not know in advance which nodes generated
the data and which did not. In a network in which nodes
randomly generate packets, the number of slots required
for each round is different, which we cannot know in
advance. If you assign a fixed slot to each node, it can cope
with all the situations, but the performance is not good.
At present, there has not been a research on a network
generated randomly for data packets.
On the other hand, many studies have shown that there

is a certain correlation between data packets in time and
space. When the collected data packets reach a certain
amount, some missing data packets can also be recovered,
so that the information volume of the network is not lost.
We have proposed a delay and energy-efficient data

collection (DEEDC) scheme-based matrix filling theory.
By skillfully utilizing the matrix filling theory, the
DEEDC scheme allows the entire network to collect only
a subset of data samples in each round, while other data
can be recovered from the acquired data. Suppose there
are n nodes, to collect m packets (according to the
matrix filling theory, and m ≤ n). Thus, in the DEEDC
scheme, only m slots need to be arranged for data
collection. This reducing the number of time slots is
required, and ultimately reducing the delay. In the case
where a node randomly generates a data packet, it is
impossible to have exactly m cluster member (CM)
nodes generating packets each time in a cluster. Our
method is to find the threshold k (k >m). If more than k
packets are generated in the cluster, the cluster head
(CH) node will only receive k of them.
This paper proposes a DEEDC scheme-based matrix

filling theory to collect data with energy effective and
low delay style.

1. A DEEDC scheme-based matrix filling theory is
proposed to collect data with energy effective and
low delay style for dynamic traffic WSNs. Although
the collection strategy proposed in the past can also
be applied to networks that randomly generate data
packets, it will generate a lot of delay and energy
waste. The difference between the DEEDC scheme
and the previous data collection strategy lies in the
fact that by using the matrix filling theory, it is
adapted to ensure that no data is lost in a network
that dynamically generates data. Thus, each cluster
head allocates a minimum number of collected data
packets that can recover all the data.
As far as we know, the DEEDC scheme is the first
strategy that can adapt to dynamic data generation,
and the number of slots, delay, and energy
consumption required are much smaller.

2. A clustered data routing protocol suitable for
networks that generate data from time to time is
given for DEEDC scheme. Here, the unequal
clustering network structure is used, which is the
result of our previous research. Then, for the
specific situation in this article, we give the data
routing strategy in detail.
The data routing strategy consists of two processes.
The data collection phase in the cluster is the first,
which contains two sub processes: the first is to
allocate a slot for the cluster member; the second is
to send the data to the cluster head. In the first
step, the competing MAC protocol is used. Each
cluster member with data generation competes with
the channel, reporting data generation to the
cluster head. After receiving the message of the
member node, it is determined which packets to be
received by the cluster head node. The ID and the
slot information of the node are broadcasted by
broadcasting. The second stage is inter-cluster data
routing. Through the above two stages, data can be
efficiently collected in a wireless sensor network
that randomly generates data.

3. After rigorous and comprehensive theoretical
analysis, the DEEDC scheme can adapt to wireless
sensor networks that dynamically generate data.
The DEEDC scheme reduces the node delay by
about 50~80%, and reduced the energy
consumption by at least 40%, up to 57%.
The remaining chapters are organized as follows:
the research background and related work is
located in Section 2. The relevant model is in the
third section. In Section 4, the DEEDC scheme
proposed in this paper is introduced in detail. In
Section 5, the DEEDC scheme was analyzed in
detail and compared with the previous scheme. In
Section 6, we summarize the full text. Finally, we

Xiang et al. EURASIP Journal on Wireless Communications and Networking        (2019) 2019:168 Page 3 of 25



give the meaning of the abbreviations appearing in
the paper in Chapter 7.

2 Background and related work
The prosperity of WSNs provides an inexhaustible driving
force for the development of IoT [57]. In WSNs, the
sensor node collects peripheral data and forwards it to the
sink node by using other sensor nodes as relays. The sink
node receives the data packets generated in the network
and by analyzing these data packets, timely controlling the
special changes and making adjustment measures to
achieve the purpose of automation.
In the above process, two main issues need to be

taken seriously. The first is the energy, followed by
the delay [10].
Sensor nodes are battery-powered and deployed in

special areas with complex environments. It is con-
ceivable that it is very troublesome to replace the battery
for them [58]. In previous studies, the energy consumed
by sensor nodes mainly considered the following: (1) due
to packet transmission, including send and reception; (2)
switching state [59]. In order to achieve the goal of re-
ducing energy consumption, sensor nodes typically do
not remain awake all the time, but constantly switch
between sleep and awake states. Although state switch-
ing consumes a portion of the extra energy, it is small
compared to the energy consumed for listening. It
generally achieves the goal of reducing energy consump-
tion, so it is often used. (3) To keep listening [60]. The
node is awake but no packets need to be transmitted. In
this case, it listens for the status of other nodes and
receives it directly after sensing the packet. The energy
consumed to keep listening is greater than remains
asleep. Therefore, in the ideal case, the node wakes up
just when it needs to transmit packets, and stays asleep
at other times. That is, almost all of the energy is used
to transmit packets. To this end, relevant scholars have
also made a lot of research.
Delay is another factor that requires our attention in

addition to energy consumption [61]. Real-time perfor-
mance is a very important feature for WSNs. For example,
in dealing with forest fires, the sooner the sink node
receives the danger, the faster the rescue response will be.
Timely rescue can keep losses to the smallest possible ex-
tent. However, since the WSNs are wirelessly transmitted,
which means that the generation of delays is inevitable.
The delay of a single hop mainly includes [60] (1) the time
from the generation of the packet to the time it was
officially sent. In a duty cycle controlled network, the
receiver may be in a sleep state. The sender must wait,
and the transmission interruption causes a delay [60]. (2)
Delay caused by communication. In order to increase the
reception rate of packets, the sender and the receiver
often need to establish a connection in advance. Especially

in the network to which the Send-Wait protocol is added.
All of the above operations result in an increase in the
delay of the node. (3) Delay in transmitting data packets.
Nodes always transmit packets at a certain rate. The more
packets, the greater the delay. Increasing the transmission
rate of the node reasonably or reducing the amount of
data transmitted can achieve the purpose of reducing the
delay. (4) Delay in data retransmission [62]. Since the
transmission is wireless, if the packet is not successfully
received, this means that the sender node needs to trans-
mit the same packet again, causing a delay.

2.1 Existing research related to delay
Delay as a performance indicator that seriously affects
WSNs is naturally the focus of researchers [63]. In order
to reduce the delay, the methods commonly used by
researchers include the following.

1. In a network with duty cycle control, the receiver
may fall asleep, causing a part of the delay.
Eliminating the duty cycle control obviously
reduces the delay directly to zero, but at the
expense of increasing the energy consumption.
Therefore, researchers tried to control the sender
so that when the packet needs to be sent, it can
wait for wake-up receivers as soon as possible.
Reasonable control mainly includes finding out the
hotspot time and increase the probability that the
potential receiver will wake up during this period.
All possible recipient nodes are scheduled to wake
up evenly during the period during which the
sender node may send a data packet [64].

2. Increase the transmission radius to make the hop
count smaller. However, as the transmission radius
increases, the reception rate of the node necessarily
decreases; conversely, if the previous reception rate
remains unchanged, the transmission power must
be increased. Of course, related research indicates
that the reception rate can be guaranteed even if
the transmission power is not changed, for example,
using opportunistic routing. However, this approach
sacrifices other performance.

3. The shortest routing scheme [65]. In this scheme,
once the node is deployed, it first sets its own hop
count to infinity. The aggregation node then starts
broadcasting, which contains the message “I am at
a distance of 0 from the sink”. All nodes that have
received this message have a distance of 1 from the
sink node. Subsequently, these nodes continue to
broadcast the message “My distance to the sink
node is”. Those nodes that received this message set
the distance to k + 1. In particular, if node A
receives two different broadcast data, and the hop
count information contained therein is i and j,
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respectively, it is set to min(i, j). Through the above
method, the minimum hop count is successfully
found, and the data packet transmission is performed
along the found path, which reduces the delay.

4. By increasing the reliability of the transmission,
which is mainly for networks with low reliability
[62]. Assuming that the reliability of the node
transmission is not high, so that the retransmission
again causes a large amount of delay. From this
perspective, improving reliability can effectively
reduce the delay. In fact, many research programs
are based on such ideas. In order to improve
reliability, increasing the transmission power is the
most direct and simple method. In addition,
opportunistic routing is a common method to
increase the reliability of communication links [64].
In opportunistic routing, the sender node selects
multiple nodes as relays, which we refer to as
candidate nodes. When data transmission is
performed, the sender transmits the data packet to
all candidate nodes at one time by broadcasting.
Subsequently, one of the node to receive the packet
is selected in order of priority, and the data packet
is continuously transmitted forward through this
node. Obviously, a one-hop transmission fails only
if all candidate nodes fail to receive.

5. Reduce the delay of routing packets. Improve the
packet transfer rate from a hardware perspective.
Increasing the transmission rate, the time it takes to
transmit an equal amount of data naturally
decreases. The method is simple in thought and the
effect is obvious. However, for integrated wireless
sensor nodes, increasing the transmission rate
means replacing all previous nodes with new sensor
nodes, and the workload should not be
underestimated. In addition, because of the size and
energy of the sensor node itself, the transmission
rate can be increased to a lesser extent.

Since the packets collected by the sensor nodes have a
certain correlation in time and space, after receiving the
packets the nodes can directly remove redundant parts
through data aggregation technology [66]. When the trans-
mission rate is constant, it can directly reduce the delay.
Since all data is routed to the sink node, there are far

more data packets sent in the near sink area. Thus, by
arranging more nodes near to the sink, the average
amount of data transmitted by the node is reduced.
Through the above scheme, the purpose of reducing the
average one-hop delay is achieved.

2.2 Existing research related to energy consumption
Another important indicator in WSNs is energy con-
sumption. If the initial energy is constant, the slower the

sensor node consumes energy, the longer it can work,
that is, the longer the lifetime [67]. To extend the life-
time as much as possible, the relevant researchers have
proposed some common practices.

1. Duty cycle control is the most common method
of saving energy consumption [64]. According to
research, when the node stays asleep, the energy
consumed is only about 1% of the state of waking.
It is conceivable to let the node stay asleep in most
time slots, which can effectively increase the energy
utilization, but the delay becomes larger. Obviously,
the first movers have realized this problem and
have given strategies to deal with it. For example,
the duty cycles of those nodes with residual energy
are appropriately increased to keep them awake
in more time slots, thereby reducing the latency
of the transmitter nodes without changing the
network lifetime.

2. The energy consumed by the node to listening can
be reduced by reasonable control in a network with
duty cycle control. For example, multiple possible
recipients are prepared for each sender node [68].
If a node wants to transfer packets, as long as one
receiver is awake, the transfer can proceed. By
controlling the receiver’s wake-up slot, the average
duration of the listening by the sender node can
also be reduced. For example, a receiver is always
awake according to priority, in which case the
node keeps listening for zero energy.

3. Data aggregation technology [66]. Through this
technology, the amount of transmitted data and
packet size are effectively reduced, thereby
increasing energy utilization and reducing energy
consumption.

2.3 Convergecast data collection
The slots and delays involved in the previous data collec-
tion strategy are not fixed. In different rounds, the delay in
data collection may be doubled, and the slot of data
operation is not fixed. Convergecast data collection is an-
other data collection strategy in which the time slot of data
operation for each node is determined, so the delay at
which the data reaches the sink is determined [4, 5, 53–56].
Convergecast is ideal for data fusion networks. In such

a network, m packets can be combined into one. There
are many cases of Convergecast data collection, the most
common of which are tree-based data collection [53]
and cluster-based data collection [5, 56]. The main
difference between these two types of strategies is that
different network structures are used separately. (1) The
main feature of the tree-based data collection strategy is
to divide the network into a tree. The data collection
process is the process of arranging slots for each node.
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In order to save energy, its data collection also obeys the
basic characteristics of the convergecast, that is, the
node must wait until the data packets of all the child
nodes are collected before sending data to the parent
node. In such a strategy, the focus of the research is on
how to control the wake-up time slots so that the time
required for the entire data collection is the smallest. (2)
In the cluster-based data collection strategy, each cluster
first collects data within the cluster, and then performs
inter-cluster data relay. Relatively speaking, the delay of
the cluster-based convergecast strategy is relatively
small. The reason is as follow: the tree-based converge-
cast needs to start with leaf nodes and collect data to
the root node. In cluster-based converged broadcasts,
the first phase of data collection in different clusters is
simultaneous. In cluster-based convergecast, after cluster
data collection, all CM nodes can be ignored, and the
remaining CH nodes continue to form a tree.
However, as mentioned above, all current convergecast

strategies are for networks where data is generated
periodically. In many practical applications, the data of
its nodes are generated randomly. Therefore, it is urgent
to propose a strategy of low-energy consumption and
low delay for networks that randomly generate data,
which is a huge challenge.

2.4 Existing research related to matrix filling
Matrix filling (also known as matrix completion) tech-
nology is a common data processing optimization
method [69]. Only a subset of known data is needed to
recover other unknown data through matrix filling
techniques. This feature makes matrix filling especially
suitable for WSNs.
Based on matrix filling, an optimal unmanned aerial

vehicle data collection trajectory (OUDCT) scheme was
proposed [25]. In this scheme, the drone trajectory is
optimized according to the matrix filling theory.
In Tan et al. [46], researchers proposed an adaptive

collection scheme based on matrix completion (ACMC)
scheme. The receiving scheme of the node is adaptively
adjusted, thereby reducing the delay and increasing the
energy utilization. Specifically, when the energy is suffi-
cient, the node collects more data, and conversely, reduces
the number of collected data.
In addition, matrix filling technology is combined with

mobile crowdsourcing technology (an emerging data col-
lection solution) to obtain a novel matrix completion
technique-based data collection (MCTDC) scheme [63].

3 The system model and problem statement
3.1 The network model
We refer to a common clustering network model [56].
This is a circular-network with the sink node deployed

at the center. The nodes are evenly distributed, and ρ is
the density. The node generates a metadata packet with
probability p in each round of data transmission. All
sensor nodes are first grouped into groups according to
their location in the network, each group being called a
cluster. In a cluster, one node acts as a cluster head,
denoted by CH, and other nodes naturally become
members of the cluster, represented by CM. In parti-
cular, all nodes in the cluster take turns acting as CHs in
different transmission rounds.
Data transmission can be separated into two parts,

namely intra-cluster transmission and inter-cluster relay.
During the first part, the cluster member (CM) nodes

will transmit the metadata packet to the CH node. In
this model, it takes one time slot to transmit a packet,
the energy consumed is constant, and the packet loss is
not considered. After the CH node receives the packets,
it aggregates them together to form a new packet, and
then enters the inter-cluster relay process.
During inter-cluster relay, the sink node starts receiving

packets of the CH nodes. In this process, the impact of
packet size on transmission time is also ignored. The CH
node located at the edge only collects the data packets
sent by its CM, while the other CH nodes also receive the
data packets sent by the outer CH nodes. After com-
pleting the above steps, they are sent out together with
the data packets generated by themselves.

3.2 The clustering model
According to our previous research results, this paper
uses a clustering method with different cluster radii [5].
The clusters of nodes close to sink have larger radii, as
shown in Fig. 1.

Fig. 1 Clustering method with different cluster radii
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Nodes with small radii (away from the sink node) can
complete data collection in the cluster in less time. At
this point, the nodes with large radii (near the sink) are
still collecting data in the cluster. Through reasonable
control, when a CH node with a large cluster radius
completes the cluster collection work, the data packet
sent from the outer layer of the network just arrives at
this CH node. In short, the in-cluster data transmission
work and the inter-cluster relay work in the original
series are changed to be parallel, thereby greatly redu-
cing the delay and energy consumption.
For a network with radius R, it is divided into mul-

tiple layers by clustering. For nodes in different layers,
the cluster radii are different and are represented as
rh − 1, rh − 2,… , r1, r0 from the inside to the outside.

There is ∂
Ph−1

i¼0 ri≥R, and ∂ is a constant less than or
equal to 1. By clustering, we can convert all the
nodes into one tree, which can be seen in Fig. 2.
In the layer i, the degree of the CH node (i = 0, 1, 2,…

h − 1) relative to the ordinary node is represented by
dCM
i . dCH

i indicates the degree of the CH node relative to

other CH nodes. In particular, dCH
0 ¼ 0, dCH

h−1 , and dCM
h−1

represent the degrees of the sink node.
When the CH node on the layer i begins to send

packet, the cluster head on the layer i + 1 just completed
the data collection in the cluster. In order to achieve this
effect, the degree of the node must meet the following
requirements:

dCM
1 ¼ dCM

0 ð1Þ

dCM
i ¼ dCM

i−1 þ dCH
i−1 ð2Þ

For ease of calculation, in Li et al. [5], dCH
i ði ¼ 0; 1;

2;…h−1Þ is also specified as a constant, denoted by
dCH. Since the cluster radii of adjacent layers are dif-
ferent, the number of nodes contained in a cluster
on layer i is not dCM

i , but is expressed as:

ni ¼ dCM
i −ρ dCM

i −dCM
i−1

� � ð3Þ

Where i = 1, 2,… h − 1. In particular, when i = 0,
n0 ¼ dCM

0 .
Therefore, according to the density ρ, the radius of the

cluster on the layer i (i = 1, 2,… h − 1) can be obtained
by:

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ni þ 1
ρπ

s
ð4Þ

In particular, when i = 0:

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dCM
0 þ 1
ρπ

s
ð5Þ

3.3 The matrix filling model
Matrix filling is a hot topic about data acquisition and
data recovery after compression sensing [69]. Simply
put, the purpose of matrix filling is to recover the
complete data as much as possible through a small num-
ber of collected packets. The premise of matrix filling
feasibility is the low rank of the matrix. Because of this
feature, matrix filling can be well applied to WSNs.
Matrix filling is represented by an optimization

problem:

minimize rank Xð Þ
s:t: Xij ¼ Mij i; jð Þ∈Ω ð6Þ

Where rank(X) represents the rank of the matrix X, Ω
represents a set of known elements, and Mij represents
the sum of known elements. Therefore, the problem of
matrix filling is to complete the recovery of the missing
matrix in the case of low rank.
As we all know, the solution of rank is an NP problem.

Therefore, the relevant scholars proposed to use the

Fig. 2 Transform the network into a tree
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nuclear norm to replace the rank of the matrix, and con-
vert the above problem into:

minimize Xk k�
s:t: Xij ¼ Mij i; jð Þ∈Ω ð7Þ

Here, ‖X‖∗ represents the kernel norm, which is equal to:

Xk k� ¼
Xn

k¼1
σk Xð Þ ð8Þ

Here, σk(X) represents the kth singular value (arranged
in descending order).
According to the research in Candès and Recht [69],

for a matrix M with n1 × n2 and rank r, m elements are
known. With to constants C and c, when:

m≥Cn5=4r logn ð9Þ

Here, n =max(n1, n2), the reduction degree is at least
1 − cn3 or more through the known m elements, that is, the
above optimization problem is completely solved correctly.
In particular, if r ≤ n1/5, the probability of accurately

restoring the matrix M can reach 1 − cn3, as long as:

m≥Cn6=5r logn ð10Þ

With a small number of known elements, matrix fill-
ing can perfectly recover a matrix with a low rank. For
example, if r =O(1) or r =O(logn), we just need n6/5

known elements to complete the matrix M [69].

3.4 The energy consumption model
The energy consumed is mainly due to [59] packet
transmission, keeping the listening and switching states
(awake/sleep). The calculation includes: CM sends a
metadata packet; CH receives and sends a packet; node
keep listening for a slot; and switching state once, as
shown in Table 1.

3.5 Problem statement
For networks that randomly generate packets, we use
the on-demand allocation method to arrange the trans-
mission time slots of nodes in the DEEDC scheme.
Compared with the general method, we hope to achieve
the following optimization effects by dynamically allo-
cating time slots:

1. Reduce the delay. Here, the time at which a
node completes data collection is defined as a
delay. The delay of node A is mainly determined
by two aspects.

The first is to collect the packets inside the cluster.
This is followed by the start time and duration of the
packet sent by other CH nodes to A. By using TCM, TS,
and TL to represent them respectively, the delay is:

T ¼ TCM þ TL if TCM ≥TS

TS þ TL if tCM < TS

�
ð11Þ

To reduce the delay:

min Tð Þ ¼ min TCM;TSð Þ þ min TLð Þ ð12Þ

That is, the data collection in the cluster is completed
as soon as possible, and the inter-cluster relay is
completed as soon as possible.

2. Reduce energy consumption. We mainly consider
the consumption to transmit data packets, to keep
listening, and to switch state, and represent them
by ET, ELPL, and Eats respectively. Thus, the
optimization of energy is:

min Eð Þ ¼ min ET þ ELPL þ Eats
� � ð13Þ

In order to increase the utilization of the energy,
reducing the transmitted data, the listening time and
the state switching are effective methods.
Therefore, the optimization goal can be summarized

as:

min Tð Þ
min Eð Þ

�
ð14Þ

4 The design of DEEDC scheme
In a common clustering route, the cluster head node
always reserves time for each node in the cluster to
transfer data. For example, for a cluster with n nodes
within a cluster, the CH node always allocates a time slot
for each of them. In the corresponding time slot, the
CM nodes send packets to the CH node. After n slots,
the CH node completes the collection of data within the
cluster and sends a data packet generated by itself along
with other received data packets.
For networks where nodes randomly generate packets,

fixed time slots are obviously not appropriate. For ex-
ample, only m(m < n) nodes generate data packets, but
the CH node allocates n time slots for them. This allows

Table 1 Energy consumption for different operations

Symbol Meaning Value (j)

Es, CM CM sends a metadata packet 4.5 × 10−5

Es, CH CH sends a packet 6 × 10−5

Er CH receives a metadata packet 4.5 × 10−5

El Node keep listening for a slot 4.5 × 10−5

Eats Node switching state once 2 × 10−5
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the CH node to wake up in n −m time slots without
doing anything meaningful, wasting energy.
For such special cases, in order to be suitable for dynamic

traffic wireless sensor networks, the DEEDC scheme
arranges adaptive transmission times for CM nodes, that is,
through the control of the CH node, only the time slots are
arranged for the CM nodes that need to transmit data.
Simply put, the CM node that needs to send the data

packet wakes up, and the other CM nodes continue to
sleep. In the first time slot, the awake CM node sends a
request-to-send message (RTS) to the corresponding CH
node. In the RTS packet, the ID information of the CM
node is mainly included. If the CH node receives a total of
x RTS packets within a specified time, it will schedule slots
for the corresponding CM nodes in the order in which the
RTS packets are received. In detail, the ID information of
the CM node is taken out from the received RTS data
packet, and then all the ID information and the informa-
tion of the allocated time slot are placed in one data
packet and broadcasted. After receiving the broadcast, the
CM node first finds the time slot information correspond-
ing to its own ID, then sets the time of re-awake according
to the information, and finally go to the sleep state. The
CM node will wake up in the set time slot, sends a packet,
and finally enters the sleep state. In particular, if a CM
node is ready to send data at the second slot, it will elim-
inate the process of sleeping first and then waking up. The
CH node arranges time slots for the CM node in the first
time slot. In the next x time slots, the CH node sequen-
tially receives the packets from corresponding CM node.
After successfully receiving x packets, these packets are
organized into one large packet. In particular, if the CH
node itself also has a data packet, it is also included in the
large packet. Through the above process, the node
successfully completes the data collection in the cluster,
and then, it is the relay process between the cluster heads.
In addition, we learned from the matrix-filling model

in Section 3.3 that even if only a part of the data in the
network is collected, the unknown data could be re-
covered. To this end, we have also added restrictions on
the number of collected packets.
Assume that collecting x packets per round, the data

not collected in the cluster can be completely recovered.
Since the nodes in the network generate packets com-
pletely irregularly, it is impossible to generate exactly x
packets each time, sometimes it may be more, some-
times it may be less. Therefore, for such a special case,
the response strategy given by the DEEDC scheme is to
make the average number of data packets collected per
round greater than or equal to x. That is, a threshold y
is found, which represents the threshold of the number
of collected packets. Under this constraint, the workflow
of the CH node and the CM node also needs to be
adjusted accordingly.

The CH node first determines if it has generated a
data packet. If so, y′ = y − 1; otherwise, y′ = y. After the
CH node completes the reception of the RTS packet, the
time slots are arranged for the first y′ corresponding CM
nodes in the order of arrival. As for other CM nodes
that also sent RTS packets, the CN node schedules the
slot to − 1, indicating that the CH node does not intend
to receive its data packets in this round. After receiving
the broadcast data, the CM node finds that the time slot
is scheduled to be − 1, and then it directly discards the
data packet to be sent, and turn to the sleep stage.
In Algorithm 1 and Algorithm 2, we respectively show

the working process of CH node and CM node in a
round of data transmission.

Among them, the symbols appearing respectively
indicate:

Slot_num: indicates the sequence number of the time
slot. Before the start of each round, it will be reset to 0
Node_num: indicates the number of CMs inside the
cluster that are ready to send packets
RTS: request-to-send, which is a request message sent
by CM that wants to send a data packet
ID[ ]: record the ID of the CM node that is ready to
send the packet
Node_id: ID of the CM node, obtained from the
corresponding RTS packet
OP[ ]: a transmission slot assigned to the CM node. If
equal to − 1, the CH node in the round does not
receive its data packet
Max_nodenum: the maximum number of nodes that
the CH node can receive its data packets

We assume that there are eight CM nodes in a cluster,
which are represented by CM0, CM1,…, CM7. The work-
ing process of the CH node and the CMi node (i = 0, 1,
2,… , 7) are as follows.
First, it is first necessary to clarify which CM nodes’

packet the CH node will receive. As shown in Figs. 3
and 4 out of eight CM nodes that generate data packets,
all four nodes send RTS to the CH. With the matrix
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filling theory, all data can be recovered by only receiving
three packets. Then, the CH node arranges the transmis-
sion time slot for the CM nodes corresponding to the
three RTS data packets received first, and as for the
fourth CM node, let it directly enter the sleep state until
the next data transmission.
The working process of the CM nodes are as follows:

Taking the above example as an example, the working
process of the CM node is as shown in Fig. 4.
First, once the CM node wakes up (data is collected), it

reports to the CH node (sends the RTS packet). In the
next few time slots, the work is started according to the
indication sent by the CH node. Assuming that the CH
node does not intend to receive a packet from a certain
CM node, for example, CM4, it will receive an instruction
to go directly to sleep state, and will not wake up after en-
tering the sleep state until the next time data is collected.
Other CM nodes, such as CM1, CM3, and CM7, will wake

up in the scheduled time for data packet transmission.
For the convenience of the following description, we will

explain the related symbols appearing below as follows:
According to the clustering model in Section 3.2, it is

assumed that the network with radius R is divided into h
layers by clustering. From the inside to the outside, the
cluster head nodes on each layer are called CH0, CH1,

… , CHh − 1, and the nodes in the cluster are called CM0,
CM1,… , CMh − 1. Among the clusters on the layer
i(i = 1, 2… h − 1), nCMi CMi and nCHi−1 CHi − 1 transmit
data packets to CHi.
Specifically, there are nCM0 CM0 and zero CH nodes

transmitting data packets to CH0 on the 0th layer.

C j
i indicates combination. For the sake of convenience,

we introduce the symbol Aj
i :

Aj
i ¼ C j

i � pi � 1−pð Þi− j ð15Þ

Here, p represents the probability that a node generates

a data packet. Aj
i indicates the probability that exactly j

nodes in i nodes generate data packets, while other i − j
nodes do not generate data packets.

4.1 The maximum value of the collected packets
With the theoretical support of matrix filling, we can
reduce the collected data and thus reduce energy con-
sumption. However, be careful; otherwise, it cannot
complete data recovery.
Theorem 1 There is a two-dimensional matrix A

whose size is N ∗ T. Where N is the total number of nodes
(excluding the sink node), T is the round of data trans-
mission. There are ni CM nodes in each cluster on layer
i. Then, the number of packets that must be collected by
CHi in each round is:

xi ¼ ni þ 1ð Þ max N ;Tð Þð Þ6=5
N � T ð16Þ

Proof According to 3.3, we only need max(N,T)6/5 known
elements to recover the complete matrix. max(N,T)6/5

elements are generated from N ∗T corresponding positions.
We have ni + 1 nodes in the cluster; it is necessary to
acquire xi known elements on average. Therefore, there are
the following equations:

Fig. 3 Schematic diagram of the workflow of the CH node
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max N ;Tð Þð Þ6=5
N � T ¼ xi

ni þ 1
ð17Þ

By shifting the item, you can finally prove the result in
theorem 1.
In the actual situation, the number of packets collected

by the CH is random. We specify a threshold. Under the
control of the threshold, the average number packets
collected per round is exactly xi after rounding down,
which satisfies the requirement of restoring the complete
matrix in the matrix filling theory.
Theorem 2 Use yi to represent the threshold of packets

collected by CHi (i = 0, 1,…h − 1), which is:

yi ¼ min ji
� �

s:t:
Xji
j¼0

j � P ji ≥xi
ð18Þ

Where ji indicates that a total of j data packets are
generated in the cluster on the layer i, The clusters on
layer i generate a total of j packets represented by ji, and
P ji represents the corresponding probability.
Proof The probability that a node has generated a packet

is p (0 < p < 1). For a cluster on the layer i, a total of ni + 1
nodes may generate a data packet, that is, the value range
of ji is: 0 ≤ ji ≤ ni + 1. In other words, at most ni + 1 packets
in the cluster (all CM nodes have generated packet) and at
least zero packets (no CM node generates packet) are
generated. The corresponding probability is:

P ji ¼ A j
niþ1 ð19Þ

If yi packets are from other nodes in the cluster
(non-CH), then a total of 1 + yi + 1 slots are needed.

The CH node that wants to transfer data sends a
RTS, and then the CH nodes allocate time slots to them
by broadcasting. In the next yi time slots, the intra-cluster
nodes sequentially send packets. Finally, the CH organizes
the received data packets and its own generated data
packets (if any) into one data packet and sends it out.
If the CH node generates a data packet, it needs
1 + (yi − 1) + 1 time slot.
In particular, the last time slot is calculated in the next

layer (because in this time slot, the transmission operation
of this layer and the reception operation in the next
layer are performed sequentially, no need to repeat
the calculation).
The probability of including the CH node among the

yi nodes that generate the data packet is:

Pi−CH
i ¼ Cyi−1

ni

Cyi
niþ1

ð20Þ

The probability of not including the CH is:

Pni−CH
i ¼ Cyi

ni

Cyi
niþ1

ð21Þ

Therefore, the average time for the CH node to complete
data collection in the cluster is:

ti ¼ Pi−CH
i � yi þ Pni−CH

i � 1þ yið Þ ð22Þ

In particular, if ti ≥ ni, we do not use the above method
to allocate time slots for nodes on the layer i, but to fix
the time slots. Even if the corresponding intra-cluster
node does not transmit data packets in the time slot,
other nodes cannot occupy this time slot.

Fig. 4 Schematic diagram of the workflow of the CM node
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4.2 Number of transmitted packets
The energy consumed to transmit packets is mainly con-
sidered: the CM node and the CH node send data
packets, and the CH node receives the data packet. In
addition, the CM node will also send RTS packets, and
the CH node will send a broadcast. Since these data
packets are smaller than the foregoing three, both in
terms of packet size and number, they are not consid-
ered in this paper.
Theorem 3 Use Ns

CMi
, Ns

CHi
, and Nr

CHi
to represent

the number of packets sent by CMi, sent and received by
CHi (i = 0, 1,…h − 1).

Ns
CMi

¼ Pni−CH
i �

Xyi−1
k¼0

k � Ak
ni þ yi � 1−

Xyi−1
k¼0

Ak
ni

 !" #

þPi−CH
i �

Xyi−1
k¼0

k−1ð Þ � Ak−1
ni þ yi−1ð Þ � 1−

Xyi−1
k¼0

Ak−1
ni

 !" #

ð23Þ

Ns
CHi

¼ 1−pð Þ � Nr
CHi

þ p � Nr
CHi

þ 1
� �

ð24Þ

Nr
CHi

¼ Ns
CMi

þ Ns
CHi−1

ð25Þ

Especially:

Nr
CH0

¼ Ns
CM0

ð26Þ

Proof The number of CMi nodes that send metadata
packets to CHi is equal to the number of transmitted
metadata packets. According to the matrix filling theory,
suppose the number of packets generated in the cluster
exceeds yi, the CH nodes do not need to collect all. If
the CH node generates a data packet, then at most
only yi − 1 data packets need to be collected in the
cluster. Otherwise, at most yi are collected. Thus,
Ns

CMi
is equal to:

Ns
CMi

¼ Pni−CH
i �

Xyi−1
k¼0

k � Ak
ni þ yi � 1−

Xyi−1
k¼0

Ak
ni

 !" #

þPi−CH
i �

Xyi−1
k¼0

k−1ð Þ � Ak−1
ni þ yi−1ð Þ � 1−

Xyi−1
k¼0

Ak−1
ni

 !" #

ð27Þ
If the CH node does not generate a packet, then it

sends the same number of packets as received. Other-
wise, it needs to send one more. Which is:

Ns
CHi

¼ 1−pð Þ � Nr
CHi

þ p � Nr
CHi

þ 1
� �

ð28Þ

The data packets received by the CHi come from two
parts: CMi and CHi − 1. Which is:

Nr
CHi

¼ Ns
CMi

þ Ns
CHi−1

ð29Þ

In particular, CH0 only needs to receive data from
CM0:

Nr
CH0

¼ Ns
CM0

ð30Þ

4.3 Delay
In the network model described above, after the CH
node receives the data packets of the nodes in the
cluster, it may take a while to forward them. For
example, the CH node will go to sleep after completing
the data collection in the cluster. Wait until the CH node
outside it is ready to send packets and then switch to the
awake state. After the inter-cluster packet relay is
completed, the packet will be sent to the next hop. In
this case, the delay under the general definition is not
accurate enough.
Therefore, we redefine the delay, that is, the time at

which the (CH) node completes all its collection work.
For a sink node, that is, when it receives all the packets
sent from the network.
Theorem 4 Assuming that the time slots is cleared be-

fore the new round starts, the time in which the CHi

node (i = 0, 1,…h − 1) completes all collection operations
(including collecting data packets sent by CMi and CHi − 1)
can be expressed as:

Ti ¼ max Ti−1;T
CM
i

� �þ dCH � Ns
CHi−1

ð31Þ

Where dCH represents the degree between the cluster
heads, Ns

CHi−1
is the amount of data sent by CHi − 1, and

TCM
i is the time in which CHi completes the data collec-

tion work in the cluster (yi is the threshold of the packet
collected by CHi), and:

TCM
i ¼ 1þ yi ð32Þ

Proof The packet collection process in the network
can be summarized as follows: first, in the first time slot,
the node that wants to send data transmits a RTS to the
corresponding CH node, and acquires corresponding
time slot information from the broadcast data packet
that is sent back. If the CH node decides not to receive
the data of node A, then A will directly discard the
collected data packet and go to sleep. Instead, to reduce
energy consumption, first turn to the sleep state.
For CHi, it may receive k packets from the CMi node,

where k = 0, 1, 2,… , yi. k = yi if and only if the CHi does
not generate a data packet. Therefore, the average slot
in which CHi completes the data collection can be
expressed as:
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TCM
i ¼ 1þ

Xyi−1
k¼0

k � Ak
ni þ yi � Pni−CH

i � 1−
Xyi−1
k¼0

Ak
ni

 !

ð33Þ

The above average time slots do not represent well the
time slots in the actual situation. We fixed the number
of slots of data collected by CHi to yi which ensures that
all CHi can complete data collection as required. If CHi

completes its work before the time slot yi, it will go to
sleep. Therefore, the time for CHi to complete the data
collection in the cluster can be simplified to:

TCM
i ¼ 1þ yi ð34Þ

After the CH node collects the data packets inside the
cluster, it also needs to continue to accept the packets
from the CH nodes located at upper layer. Since the
CH0 does not need to receive packets sent by other CH
nodes, therefore:

T0 ¼ TCM
0 þ 0 ð35Þ

For other CHi nodes (i = 1, 2, … , h − 1), the time to
start receiving the packets sent by CHi − 1 depends on
the time when CHi completes the data collection work
in the cluster ( TCM

i ) and the time when all the data
collection work is completed by CHi − 1 (Ti − 1). That is,
only after completing the above two parts of work, the
CH node can start the relay process between clusters.
The time required for CHi to receive the packets sent

by CHi − 1 depends on the number of CHi − 1 nodes (d
CH)

and the amount of data sent by each CHi − 1 (Ns
CHi−1

).
Thus, the time for CHi to complete all collection work
(including collecting data packets among CMi nodes and
CHi − 1 nodes) can be expressed as:

Ti ¼ max Ti−1;T
CM
i

� �þ dCH � Ns
CHi−1

ð36Þ

It should be noted that when CHi − 1 sends a packet to
CHi, we do not have to send the RTS data packet to
allocate the time slot first. There are two main reasons:
First, the packet sent by CHi − 1 is a summary of

multiple previous packets and must be accepted.
Secondly, the probability that a CHi − 1 node has a

data packet to send is very large, especially as the
number of layers increases, the probability approaches
infinitely to one.
In this case, the practice of data collection within

clusters is always counterproductive, increasing
energy consumption and latency. Therefore, the best
method is to arrange a fixed time slot directly for
each CHi − 1.

4.4 Energy consumption
In our research, the energy consumption mainly comes
from three parts (packet transmission, keep listening, as
well as switching status). As for other energy consumption,
they can be ignored.
Theorem 5 For a node on layer (i = 0, 1,…h − 1), the

energy consumed is mainly: the energy consumed to
transfer packets ( ET

i ), to keep listening ( ELPL
i ) and by

switching state (Eats
i ):

Ei ¼ ET
i þ ELPL

i þ Eats
i ð37Þ

Here:

ET
i ¼ Ns

CMi
� Es;CM þ Ns

CHi
� Es;CH þ Nr

CHi
� Er

ni þ 1
ð38Þ

ELPL
i ¼

Nlpl
CMi

þ 1
� �

� El

ni þ 1
ð39Þ

Eats
i ¼

Nsta
CMi

� ni þ Nsta
CHi

� �
� Eats

ni þ 1
ð40Þ

Nlpl
CMi

indicates the time the node keeps listening:

Nlpl
CMi

¼
Xni
k¼0

k � Ak
ni ð41Þ

Nsta
CMi

and Nsta
CHi

indicates how many times the state of
the CM node and the CH node switched:

Nsta
CMi

¼ p �
Xni
k¼1

Ak
ni � 1 � 1

k
þ 2 � k−1

k

� 	
ð42Þ

Nsta
CHi

¼ 1 when Ti−1≤yi
2 when Ti−1 > yi

�
ð43Þ

Proof According to the Theorem 3 in Section 4.2, the
data packets transmitted by nodes are mainly divided
into three categories. In the layer i, the packets sent by
the CM node is Ns

CMi
, sent and received by the CH node

is Ns
CHi

and Nr
CHi

. So for a node on layer i, the energy
consumed for transmission is:

ET
i ¼ Ns

CMi
� Es;CM þ Ns

CHi
� Es;CH þ Nr

CHi
� Er

ni þ 1
ð44Þ

Because of the two mutually influential processes
of listening and state switching, they are discussed
together.
In comparison, the process of keeping the CM node

listening is much simpler. After sending the RTS packet,
it keeps listening until the broadcast data is received.
Therefore, the average number of CM nodes that are
listening is:
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Nlpl
CMi

¼
Xni
k¼0

k � Ak
ni ð45Þ

The initial state of the nodes in these clusters is the
sleep state, and the nodes with data to be sent will be
switched to the awake state in the first time slot. These
nodes will then remain in sleep until the corresponding
time slot arrives. These nodes will go to sleep again after
the data has been transferred. In particular, if a trans-
mission time slot allocated by a CM node happens to be
the second time slot, then the node will remain awake in
the second slot.
In summary, the number of state transitions has the

following possibilities: (1) zero times, that is, no data
transmission; (2) once, that is, the assigned time slot is
the second time slot; (3) twice, that is, nodes assigned to
other time slots. Therefore, the average number of times
the node switches states is:

Nsta
CMi

¼ p �
Xni
k¼1

Ak
ni � 1 � 1

k
þ 2 � k−1

k

� 	
ð46Þ

Where p is the probability of generating a packet.
The CHi node keeps listening for a duration of one

slot (used to receive RTS packets in the first slot),
which is:

Nlpl
CHi

¼ 1 ð47Þ

The CHi node wakes up at the beginning of each
round of data transmission, and then its state switching
has two cases. If the CHi completes the in-cluster receipt
collection, the CHi − 1 node has not completed the data
collection. Then the CHi will switch to sleep state first,
and wait until the CHi − 1 starts sending data before it
wakes up again. In this case, the state is switched twice.
Conversely, the CHi will continue to receive packets
from the CHi − 1. In this case, the CHi only needs to
switch the state once.

Nsta
CHi

¼ 1 when Ti−1≤yi
2 when Ti−1 > yi

�
ð48Þ

Where Ti − 1 represents the time when the CHi − 1 (i =
1, 2,… , h − 1) node completes the collection of all data,
and yi represents the time when the CHi node completes
the data collection in the cluster.
Due to listening, the average energy consumed is

expressed as follows:

ELPL
i ¼

Nlpl
CMi

þ Nlpl
CHi

� �
� El

ni þ 1

¼
Nlpl

CMi
þ 1

� �
� El

ni þ 1
ð49Þ

Similarly, due to the switching state, the average
energy consumed is:

Eats
i ¼

Nsta
CMi

� ni þ Nsta
CHi

� �
� Eats

ni þ 1
ð50Þ

Thus, by adding the above three energies, the total
energy consumed on layer i can be obtained.

Ei ¼ ET
i þ ELPL

i þ Eats
i ð51Þ

5 The experimental results and analysis
At this part, we analyzed and compared the proposed
strategy, including delay and energy consumption.
Before that, we first complete some basic work.
In the previous chapter, the method of calculating the

energy consumed and the delay generated due to the
transfer data are given in detail. We will give the rele-
vant performance indicators when the DEEDC scheme
is not used, for comparison.
Theorem 6 In the case of selecting to receive all generated

data packets, Ns
CMi

, Ns
CHi

, and Nr
CHi

(i = 0, 1,…h − 1)
should be expressed as:

Ns0
CMi

¼
Xni
k¼0

k � Ak
ni ð52Þ

Ns0
CHi

¼ 1−pð Þ � Nr0
CHi

þ p � Nr0
CHi

þ 1
� �

ð53Þ

Nr0
CHi

¼ Ns0
CMi

þ Ns0
CHi−1

ð54Þ

When i = 0:

Nr0
CH0

¼ Ns0
CM0

ð55Þ

Proof As we all known, there are ni CM nodes in
the cluster on the layer i; they generated k packets
(k ∈ [0, ni]). Multiply the corresponding probability and sum
to get a weighted average of packets generated by CMi:

Ns0
CMi

¼
Xni
k¼0

k � Ak
ni ð56Þ

If the CH itself generates a data packet (probability
is p), then the number of packets sent by it is in-
cremented by one based on received packets. The
opposite is the packets it receives:
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Ns0
CHi

¼ 1−pð Þ � Nr0
CHi

þ p � Nr0
CHi

þ 1
� �

ð57Þ

The data packets received by the CHi node, one part
comes CMi, and the other part comes from CHi − 1:

Nr0
CHi

¼ Ns0
CMi

þ Ns0
CHi−1

ð58Þ

In addition, since the CH0 node does not need to re-
ceive packets from other CH nodes, there is:

Nr0
CH0

¼ Ns0
CM0

ð59Þ

Theorem 7 In the case of accepting all the generated
data packets, the time for the CHi node (i = 0, 1,…h − 1)
to complete all data collection work is:

T 0
i ¼ max T 0

i−1;T
CM0
i

� �
þ dCH � Ns0

CHi−1
ð60Þ

Here, TCM0
i is the time to complete the collection of

data packets in the cluster.
Proof The cluster head node schedules a fixed time

slot for all CM nodes. Therefore, there is no need to take
out a single time slot to arrange the time slots. That is,
the time at which the cluster head node completes the
data collection work in the cluster is:

TCM0
i ¼ ni ð61Þ

The time when the node CHi starts to collect the data
packet of CHi − 1, is after the CHi node completed the in-
cluster data collection and the CHi − 1 nodes finished
collection work. That is, the time slot in which the CHi

node collects all data is:

T 0
i ¼ max T 0

i−1;T
CM0
i

� �
þ dCH � Ns0

CHi−1
ð62Þ

In particular, when i = 0, CH0 only needs to receive
data in the cluster:

T 0
0 ¼ TCM0

0 þ 0 ¼ n0 ð63Þ
Theorem 8 In the case of acceptance of all generated

data, the average energy consumption of nodes on layer
i (i = 0, 1,…h − 1) can be expressed as:

Ei
0 ¼ ET 0

i þ ELPL0
i þ Esta0

i ð64Þ

Here, ET 0
i , ELPL0

i and Esta0
i indicate the energy con-

sumption to transmits data packets, keeps listening
and switching states without using the DEEDC
scheme, respectively. Moreover, their values are:

ET 0
i ¼ Ns0

CMi
� Es;CM þ Ns0

CHi
� Es;CH þ Nr0

CHi
� Er

ni þ 1

ð65Þ

ELPL0
i ¼ Nlpl0

CHi
� El

ni þ 1
ð66Þ

Esta0
i ¼

Nsta0
CMi

� ni þ Nsta0
CHi

� �
� Eats

ni þ 1
ð67Þ

Proof Similar to the Theorem 5, the average energy
consumption of node because of transmit packets can be
expressed as:

ET 0
i ¼ Ns0

CMi
� Es;CM þ Ns0

CHi
� Es;CH þ Nr0

CHi
� Er

ni þ 1

ð68Þ
Since all CM nodes are assigned a slot, they wake up

and send data in the corresponding time slot (it will not
wake up if no data packets are sent), so the listening
time is zero.
In a certain time slot, the corresponding CM node

sends a packet, and then the CH node receives it; other-
wise, it keeps listening state. That is, if there are k nodes
send packets to the CH, the CH needs to keep listening in
the remaining ni − k slots. That is, the average listening
time of CH node is:

Nlpl0

CHi
¼
Xni
k¼0

ni−kð Þ � Ak
ni ð69Þ

Thus, the average energy consumed due to the listening
is (i = 0, 1,…h − 1):

ELPL0
i ¼ Nlpl0

CHi
� El

ni þ 1
ð70Þ

The state switching of the CM node is relatively
simple. If no data is sensed, the node does not need to
wake up and the number of state switching is zero. If
there is data to be sent, it wakes up in the corresponding
time slot and enters the sleep state after the data
transmission is completed. The number of state
switches is once. Therefore, the times of CM node
switches states is:

Nsta0
CMi

¼ p �
Xni
k¼1

Ak
ni ð71Þ

If the two processes of data collection in the cluster
and relay between clusters are continuous, then the
CH node only needs to switch the state once, other-
wise twice. The times the CH node switches states is
as fallow:

Nsta0
CHi

¼ 1 when T 0
i−1≤ni

2 when T 0
i−1 > ni

�
ð72Þ
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Where T 0
i−1 represents the time when the node CHi − 1

completes all data collection without using the DEEDC
scheme, and yi represents the time that the node CHi

completes the data collection within the cluster.
Therefore, the average energy consumption due to

switching states is:

Esta0
i ¼

Nsta0
CMi

� ni þ Nsta0
CHi

� �
� Eats

ni þ 1
ð73Þ

In summary, the average energy consumption on the
layer i (i = 0, 1,…h − 1) is:

Ei
0 ¼ ET 0

i þ ELPL0
i þ Esta0

i ð74Þ

There is a network with R = 500m, the sink node is in
the middle. The density between nodes is ρ = 0.002, and
the simulation time is 1000 data transmission rounds.

5.1 Analysis of the number of packets
In Fig. 5, the number of data packets transmitted by the
node when dCM

0 is different (10 and 12 respectively) in
the case where the degree between cluster heads is the
same (dCH = 3) is given.
As the distance from the sink node is shortened, the

number of transmitted packets gradually expands, as
shown in Fig. 5. In addition, when dCM

0 becomes larger,
the number of transmitted packets also increases, and
the more layers, the more obvious the increase. This is
because a part of the data packet on the layer i comes
from the previous i layers.

In the case where dCM
0 is the same (dCM

0 ¼ 10), when
the degree dCH between the cluster heads is different
(equal to 3 and 4 respectively), the number of transmit-
ted packets can be seen from Fig. 6. The larger dCH, the
more packets are sent.
Without the DEEDC scheme, the number of data

packets transmitted by the node is as shown in Fig. 7
(dCH = 3, dCM

0 ¼ 10).
Nodes that are farther away from the sink node send

fewer packets. Conversely, by using the DEEDC scheme,
the reduction is very significant, as shown in Fig. 8.
From Fig. 8, we can draw two conclusions: first, the

number of packets sent by the CH node is gradually re-
duced, as the number of layers increases. This is because
the closer to the sink node, the more packets are trans-
mitted by the cluster head node. Secondly, the degree of
decline in the number of transmitted packets generally
shows a downward trend, but does not want to show a
monotonous decreasing trend like the CH node. The
reason is that in reality, the number of packages cannot
be a decimal, which requires us to round up the theoret-
ical calculation results, resulting in errors. In compari-
son, the CM node sends smaller packets, so this error is
more obvious when studying the rate of decline.
By using the DEEDC scheme, the number of trans-

mitted packets is greatly reduced (more than 45%),
thereby reducing the delay and energy consumption
generated by transmitting data packets. At the same
time, due to the support of the matrix padding techno-
logy, the sink node can still recover the complete data in
the case of reduced data packets.
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Fig. 5 The number of packets when dCM0 takes different values
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5.2 Analysis of delay
In Section 4.3, we give the calculation of the delay in the
DEEDC scheme. When dCH are the same (dCH = 3) and
dCM
0 is not the same, the delay of the nodes can be seen

from Fig. 9.
The larger the dCM

0 , the greater the delay. When dCM
0 in

the network is equal (10) and the degrees dCH between
the clusters are not the same, the delay can be seen from
Fig. 10. Similar to Fig. 9, the larger the dCH, the greater the

delay. The maximum delay in the network is also reduced
with the number of layers of the cluster decreases, which
is because the number of hops of the relay is reduced.
In the case where the DEEDC scheme is not used, the

delay can be seen from Fig. 11.
Intuitively, as in the case of the DEEDC scheme, the

larger the dCM
0 , the greater the delay. In contrast, after

using the DEEDC scheme, the percentage of delay
reduction of a node is as shown in Fig. 12.
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Fig. 6 The number of packets when dCH takes different values
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Fig. 7 The number of packets without DEEDC scheme
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The delay of the node is reduced most at a position
away from the sink node. This is mainly because the
nodes in this part are in the beginning stage of the
packet forwarding process, the data collection work
can be completed quickly, and the delay is small, so
that the slight reduction can also make the degree of
decline larger. However, compared to the decline in
this part of the delay, the decline of the node near
the sink is more valuable. For example, in Fig. 12,

when dCM
0 ¼ 10, the latency of the sink node is reduced

by 56.06%.

5.3 Analysis of energy consumption
There are three main parts of the node’s energy consump-
tion, as shown in Fig. 13 (dCH = 3, dCM

0 ¼ 10). From Fig. 11,
we can see that the energy consumption because of trans-
fer packets is different at different layers. Obviously,
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this is due to the continuous accumulation of packets.
Unlike transmitting data, the energy consumption to
keep listening and switching states is not much diffe-
rent on different layers.
Figure 14 shows the total energy consumption when

the degrees between the cluster heads are the same
(dCH = 3) and dCM

0 are different.
As can be seen from Fig. 14, it is difficult to see the dir-

ect relationship between the value of dCM
0 and the total

energy consumption. This phenomenon can be under-
stood as the value of dCM

0 mainly determines the number
of packets received by CH.
When dCM

0 takes the same value (dCM
0 ¼ 10) and dCH is

different, the total energy consumption is as shown in
Fig. 15. The energy consumed by the node decreases as
dCH increases. The larger the dCH, the more CM nodes, the
smaller the average energy consumption to transfer packets,
and ultimately, the smaller the total energy consumption.
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Under the same conditions (dCH = 3, dCM
0 ¼ 10), when

all the packets are collected, the energy consumption
shown in Fig. 16.
Obviously, compared to the case of using the DEEDC

scheme (see Fig. 13), the energy consumed is roughly
the same as that of the DEEDC scheme. The difference
is that the energy consumption value becomes smaller
after using the DEEDC scheme.

Under the same conditions, the energy consumption
changes by using the DEEDC scheme are shown in
Figs. 17 and 18.
From them, it cannot be seen that there is a direct

linear relationship between the percentage of energy

reduction and dCM
0 and dCH, but the percentage of

energy consumption reduction is at least 40%, which
effectively saves energy.
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Fig. 16 Energy consumption without DEEDC scheme
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6 Conclusion
A delay and energy-efficient data collection scheme was
proposed based on matrix filling theory for dynamic
traffic WSNs in this paper. In this algorithm, our main
work includes the following two points.
First, the original fixed transmission time slot is

changed to on-demand allocation, thereby avoiding
the fact that the corresponding node does not have
a data packet transmission in some time slots,
resulting in wasted time and energy. Under this
mechanism, the cluster member node that wants to
transfer a packet first transfers an RTS data packet
to the CH node. The CH node arranges time slots
for the corresponding CM nodes after receiving the
RTS data packets, and transmits the time slot
information by broadcasting. Thus, all nodes are able
to complete the data transmission work in the allo-
cated time slots. Compared to fixed time slots, this
strategy reduces the delay that the CH node receives
packets and the length of time the CH node remains
awake. Secondly, through the support of matrix
filling, the number of packets is reduced, and
achieve the purpose of minimize both energy con-
sumption and delay.
To sum up, a clustering routing algorithm suit-

able for networks that generate packets from time
to time has successfully proposed, which reducing
both energy consumption and delay. By intro-
ducing matrix filling technology, the delay is
further reduced and the energy utilization rate is
improved.
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