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Abstract

Nowadays, due to the expansion of people’s living ranges and the impact of human life on the natural environment,
climate changes fiercely than before. In order to observe the changing climate environment accurately, multi-modal
sensors are used to collect the various data around us, and we could analyze and predict the weather based on these
collected data. One of the applications is 3D visualization simulation, and the 3D visualization simulation of cloud data
has always been the research hotspot in the field of computer graphics and meteorology. Currently, it is a key
challenge to resolve the problems of 3D cloud simulation, such as reducing complexity of modeling and computation
and improving the real-time performance. Technically, a method for data modeling and optimizing based on Weather
Research and Forecasting (WRF) is proposed in this paper, aiming to solve the problems of the existing 3D cloud
simulation and realize 3D virtual simulation of real-world cloud data. According to the characteristics (e.g., color, size,
shape) of the cloud, the spherical particle system is designed to model, and the initial color, size, shape, and other
attributes are given to these spherical particles to realize the modeling of WRF cloud data. From the perspective of
new particles’ generation, the level of detail (LOD) technique, based on the relationship between the quantity of new
generated spherical particles and the distance of the viewpoint, is used to change the quantity of new particles
generated in real time according to the distance of the simulated scene distance. Finally, illumination model is
introduced to render and simulate the modeling particles. Experimental simulation results verify the effectiveness of
this method in improving the modeling and rendering speed of cloud data as well as the fidelity of the 3D
virtualization model.
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1 Introduction
Recently, various sensors are developed to collect the
data in different areas, and different sensors collect dif-
ferent types of data [1]. In order to collect the needed
data including the temperature, pressure, and humidity,
the sensors are distributed in the corresponding areas.
In addition, the data collected by the sensors are widely
used in the Weather Research and Forecasting (WRF).
The collected data is analyzed, and the analyzed results
are leveraged to forecast the trend of the weather [2].
It has been a hot and difficult point in the study of

computer graphics that computer models and graphic
algorithms are adopted to realize the simulation of nat-
ural objects with irregular shapes and abundant surface
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details, such as clouds, flowing water, atmosphere, rain,
and snow [3].The complex visual and physical properties
of clouds, as an integral part of weather systems, have
attracted the attention of meteorologists and physicists
and are of great importance for simulation. It is universally
known that the physical state and physical meaning of dif-
ferent natural scenes are different. Thus, it is practicable
to integrate the physical information into the process of
simulation and rendering. The cloud data of WRF model
have cloud physical variables, including pressure, air tem-
perature, wind direction, and speed, which are concerned
with the structure and characteristics of the cloud [4, 5].
However, it is difficult to describe it with accurate meth-
ods and models, and even more difficult to truly display
the three-dimensional cloud scene, due to its complex
structure, uncertain dynamic characteristics, and special
lighting effects of clouds [6, 7]. From the perspective of
graphics, the characteristics of cloud, such as no definite
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boundary, no definite surface, and complex illumination
effect, make the traditional geometric modeling method
not suitable for cloud modeling. Therefore, WRF cloud
data simulation has always been one of the most chal-
lenging research directions in the field of meteorological
application [8–10].
Clouds are mixture of ice crystals and water droplets.

In order to vividly describe clouds’ structure, particle sys-
tem has been considered in that it is the most successful
graphic generation algorithm to simulate the irregular
fuzzy objects. Reeve was the first to put forward the
concept of particle system and its mapping algorithm
[11, 12]. Fuzzy objects are represented by plenty of par-
ticles, and each of them has a certain life cycle, and
other properties, such as color, shape, size, and speed.
Hence, the simulation effect depends on the number and
size of particles. The smaller particles are and the larger
the number, the more details the simulated objects have.
Meanwhile, it takes longer time to run and consume more
computing resources [13, 14].
On the one hand, the platform with better comput-

ing performance can be used to reduce the running
time and computing resources [15, 16]. On the other
hand, the generation algorithm of the particle system
can be optimized to reduce the number of particles in
the simulation system, which also has good simulation
effect. In traditional geometric modeling, the level of
detail (LOD) technique means that the number of ver-
tices in the geometric model is determined according to
the distance of the object from the viewpoint [17–19].
For particle system, object simulation can also be carried
out from this idea, that is, when the viewpoint is rela-
tively close, more particles can be generated each time;
conversely, fewer particles can be generated when the
viewpoint is relatively far. Therefore, the computing time
is reduced and the rendering efficiency of the system is
improved.
With the observation above, it is still a challenge to

model the cloud based on weather forecast data which
could reflect the structure and characteristics of cloud
physically. Meanwhile, it is a time-consuming procedure
of modeling based on weather forecast data, which makes
it difficult to render clouds in short time [20]. Moreover,
influenced by the illumination, some parts of cloudmay be
gloomy, but other parts may present bright effect. Hence,
an illumination model is introduced to describe the cloud
layer illumination in this paper.
The main contributions are listed as follows:

• Analyze the weather forecast data and build a
spherical particle systematic model that constructs
the basic shape of clouds.

• Analyze the relationship between the number of
particles generated in real-time and the distance of

the simulated scene distance as well as build an
illumination model to render the cloud.

• Sufficient experimental evaluation and comparative
analysis are carried out to verify the effectiveness and
validity of the proposed method.

The rest of this paper is organized as follows. Section 2
describes the proposedmethod. In Section 3, experiments
and evaluations are conducted. In Section 4, related work
is presented. Section 5 concludes the paper and presents
the future work.

2 Model description andmethodology
In this section, we propose a particle system of cloud,
which consists of the structure model, simplification
model, and illumination model. Specifically, the shape of
cloud is described by the structure model; the comput-
ing performance is improved by the simplification model.
Light transport in clouds could be described by its illu-
mination model, which conforms to the laws of radiative
transfer.

2.1 Basic concepts
Particle system is a simulation method for irregular fuzzy
object, in which objects are defined as thousands of irreg-
ular and randomly distributed particle sets, each particle
has a certain life cycle, constantly moving and changing its
shape every moment. In this way, the dynamic change of
the shape and characteristics of the scene are described by
the collection of many particles, not a single particle. The
particle system fully embodies the motion and random-
ness of the irregular fuzzy object, which conforms to the
physical nature of the object, and thus can well simulate
natural landscapes such as fire, cloud, water, and forest
[21]. The basic steps of object modeling with particle
system are shown in Fig. 1:

2.2 Particle system of cloud
Each operation of the particle system is a process com-
puting model, so it can be combined with any model
that describes the motion and characteristics of the
object. To truly simulate an object, particles are given
the following properties: position, size, speed and direc-
tion of movement, color, transparency, and life cycle.
The WRF model provides with various options for
parameterizations of the boundary layer physics [22]. It
provides the user various options for the parameteriza-
tion of microphysics and cumulus parameterization, such
as the composition, size, shape, and concentration of
cloud [23].
The common method to simulate cloud in particle sys-

tem is to set up a sphere and fill the interior of the sphere
with particles. In order to ensure the computational effi-
ciency [24], the size of the sphere is limited to a certain
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Fig. 1 Particle system flow chart of rendering

extent, and it cannot approach the horizontal distribution
of clouds accurately. At the same time, the randomly gen-
erated particles are dense in the center of the sphere and
sparse in the periphery, which satisfy the objective per-
ception of human beings, but lose the real distribution law
of cloud particles. Hence, it is vital to describe the real
distribution law of cloud particles according to the WRF
model. Among of theWRF data, cloud optical thickness is
an important parameter to describe the optical properties
of clouds [25]. Its definition is as follows:

λ = �h
∫

�πr2n(r)dr, (1)

where � represents extinction efficiency factor, and the
cloud optical thickness λ represents a function of cloud
droplet radius, wavelength, and refractive index. �h rep-
resents the thickness of the clouds; n(r) represents the
number of particles with radius r per unit volume. In the

visible band, when the scale of cloud particles increases to
a certain value, � goes to 2, then

λ = 2π�h
∫

r2n(r)dr. (2)

Obviously, the cloud optical thickness is related to the
droplet concentration per unit volume, droplet radius, and
cloud thickness. It is shown that the appearance of clouds
with large optical thickness is characterized by thick cloud
cover and high concentration of cloud droplet particles.
Therefore, the optical thickness of the cloud can be used
to approximately represent the thickness of the cloud,
which is in line with the visual perception of people. The
cloud top height data describe the horizontal and vertical
distribution of the cloud, which ensures the accuracy of
the cloud distribution. At the same time, the optical thick-
ness approximately reflects the cloud cover. The combi-
nation of the two can reflect the objective distribution of
cloud particles.
In this paper, a particle generation method with selec-

tion criteria is adopted: load the cloud top height data
and convert it into a one-dimensional array A. The whole
three-dimensional space of cloud distribution is divided
intoM×N grids horizontally. Generate random number R
as the index inA, and calculate the grid where the particles
are based on R

col=MOD(R,COLS). (3)

row=floor(R/COLS). (4)

where col and row respectively represents the column and
row in the grid. The column and row number of the grid
is multiplied by the side length of the grid to get the plane
position of the particle.
In the process of generating random numbers, the fol-

lowing methods are used to make the optical thickness
interfere with the particle distribution: the random num-
ber is generated and used as the index in A to obtain
the corresponding cloud optical thickness data after the
conversion of the resolution. According to the following
formula

M = λi × K
λmax

− τ , (5)

where λ represents the current cloud optical thickness
value, λmax represents the maximum cloud optical thick-
ness, and K is a constant, which is used to control the
probability of a random number being selected. τ is a ran-
dom number from 0 to 1. When M is more than 0, the
random number is retained, and when M is less than 0,
the random number is generated again until M is more
than 0. It can be seen from (5) that where the cloud optical
thickness is large, the probability of randomly generated
particles being selected is high, and the smaller the cloud
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optical thickness is, the smaller the probability of being
selected is.

2.3 Simulation of cloud evolution
In the real world, clouds will drift and spread, due to the
influence of natural factors such as high airflow. There-
fore, simulating the dynamic behavior of clouds is the key
to enhancing the realism of cloud scenes. Cloud motion
is affected by four factors: pressure, diffusion, advection,
and external forces. Affected by the above factors, cloud
particles generate acceleration and thus form dynamic
behaviors such as fluttering.
The WRF model data itself contains the evolution

of weather over a time series, with an initial velocity
and acceleration when the particles are initialized. As
the timeline moves forward, the positions of the parti-
cles change, allowing the cloud to change dynamically.
According to the laws of Newtonian mechanics, in the
process of rendering each frame in this paper, the new
position of particles is calculated by the following formula

S = S0 + V0T + 1
2
aT2. (6)

Formula (6) is the calculation method of any coordinate
component of 3D coordinates system, where S is the coor-
dinate component, S0 is the initial value of the coordinate
component, V0 is the velocity component, a is the accel-
eration component, and T is the time in the current life
cycle.

2.4 Display with the distance
In the process of displaying complex models, the graph-
ics that need to be highlighted will occupy more pixels on
the screen, while those that do not need to be highlighted
will not be accurately drawn with a large number of pixels.
LOD technology is based on a series of evaluation criteria
to select different precision to achieve the object of multi-
resolution display [26]. Generally, the LOD technology in
the traditional geometric modeling means that the num-
ber of vertices in a geometric model is determined by the
distance from the object to the viewpoint [27–29]. For the
particle system, when the viewpoint is close, more parti-
cles are generated; on the contrary, fewer particles. Thus,
less running time is occupied and the rendering efficiency
is improved. How to formulate the ratio of the number
of particles with the distance is the focus of this section.
Inspired by the principles of camera imaging, we derived
the proportion value between the size of the object on
the imaging surface and the actual size, which is taken as
the proportion value of the number of vertices in the sim-
plified geometric model to the number of vertices in the
original model. The law states that

η = 1 − f
L
. (7)

In the three-dimensional coordinate system, the direc-
tion is considered, (7) is turned into (8)

η = 1 −
(
f
L

)3
. (8)

According to the characteristics of particle system, the
following method can be derived. Then,

f = L0. (9)

When the distance reaches L0, the simplification rate
reaches the lower limit, and a further reduction will not be
carried out. As for the upper limit of simplification rate,
it can be 1 theoretically. However, it is often simplified to
stop when only one particle is produced. Since modeling
simplification is often hierarchical, the simplification rate
η of them-level model can be expressed as

ηm = 1 − Nm
N0

, (10)

where N0 is the particle number of the initial model and
Nm is the number of m-level model. The number of parti-
cles generated in the distance Lm can be used as Nm, and
the mean number of particles in the distance L0 can be
used as N0. The relationship between Nm and Lm can be
deduced as follows

ηm = 1 − Nm
N0

= 1 − L0
Lm

. (11)

Nm = N0 × L0
Lm

. (12)

Similar to (8)

Nm = N0 ×
(
L0
Lm

)3
. (13)

2.5 Illumination model
When light passes through the medium, the energy of
light will be attenuated to different degrees due to the
absorption and scattering of light by the medium [30].
Clouds observed in the physical world are made up of a
huge number of condensed water droplets, which absorb
and scatter light as it passes through them. The scattered
light will be absorbed and scattered as it passes through
other particles. Therefore, the main work of this section is
how to simulate the attenuation of light energy by cloud
particles, so that the light intensity and direction on differ-
ent cloud particles are different, and the final expression is
the brightness of the particles. The propagation of light is
attenuated by increasing distance. The brightness of light
is inversely proportional to the distance from the light
source. It is shown that

i = I
d2

, (14)

where i is the light intensity at the sampling point, d is
the distance, and I is the light intensity. What is obtained
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here is the brightness value at a sampling point. In order
to obtain the brightness value of all the sampling points, it
is necessary to integrate and sum the brightness values of
all the sampling points, which is described in Fig. 2.
S is the position of the light source, C is the position

of the camera (viewpoint), O is the position of the object,
t1, t2, t3, and t4 are the four sampling points, where func-
tion L (t) is the brightness value at the sampling point t.
Function x (t) is the integral curve of the line of sight. The
formula can be obtained as follows:

x(t) = rc + t · rd, (15)

where rc is the line of sight, rd is the direction of sight, and
the function x(t) is substituted into L(t) to get

L(t) = I
[ x(t) − s]2

, (16)

where s is the position of the light source, and the cloud
depth is d. We need to obtain the integral from 0 to d of
L(t), which can be obtained from the above two equations

L(t) = I

v ·
[
arctan

(
b+d
v

)
− arctan

(
b
v

)]2 , (17)

where

v = 1√
c − b2

, b = rd · (rc − s), c = (rc − s)2. (18)

The formula for calculating the illumination intensity of
each particle is obtained. The particles at the boundary of
the cloud are illuminated directly by the light source with-
out any shielding, so these particles should be brighter.
Points within the cloud layer are different in depth from

Fig. 2 Sum of sample point brightness values

the boundary of the cloud cluster, and the light inten-
sity calculated according to formula (17) is also different.
According to the light intensity, a corresponding gray
value is assigned.

3 Experiment and evaluation
3.1 Experiment settings
The implementation is done on a PC with an NVIDIA
GeForce GTX 1080Ti Founders Edition. Its basic configu-
ration consists of screen resolution 1920 × 1080, RAM
8.00 GB, and Windows 7 operating system. C++ was used
to complete the rendering process, and OpenGL was used
to assist the visualization.

3.2 The experimental process
Four steps make up our experimental process:
(1) Traversing the data of top cloud, the data points

with empty filling values are removed, where the area
grid without cloud. Get a one-dimensional array of valid
values.
(2) Read the data of cloud optical thickness, generate

cloud particles according to themethod in Section 2.2, ini-
tialize the initial position of each particle, and determine
the distribution of particles according to the cloud optical
thickness.
(3) The wind field model is introduced to calculate the

airflow direction and velocity at the position of parti-
cles, further calculate the acceleration of each particle,
and assign an initial velocity and life cycle length to the
particle. When the wind field model is introduced, it is
introduced in the horizontal direction and the vertical
direction respectively.
(4) Parallel light source is added to simulate sunlight.

When rendering frame by frame, their positions are not
fixed due to the dynamic characteristics of cloud parti-
cles, so it is necessary to recalculate the light intensity
at the positions of all particles. Suppose that the current
particle is particle A, and particle B is the particle clos-
est to the light source between particle A and the light
source (within a certain range), then the distance between
particle A and B in the direction of the light source is
taken as the depth of particle A from the cloud boundary.
According to formula (18), the light intensity at the depth
is calculated as well as the color and transparency of the
particles.

3.3 Results and evaluation
In this section, we focus on analyzing the performance
of our proposed method and benchmark under the same
configuration. The results of the experiments are shown
here. The process of simulating the cloud with particles
is shown in Fig. 3a–f, where the number, radius, and dis-
tribution of spherical particles are determined according
to the optical thickness of the cloud. Meanwhile, particles’
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Fig. 3 Step for partical system to simulate clouds. a Particles of one cloud. b Basic shape. c Add texture of cloud. d Add more details.
e Simplification. f Illumination

quantity, FPS, and CPU utilization are analyzed to verify
its validity, compared with benchmark.

3.3.1 Steps for particle system to simulate clouds
Figure 3 unfolds the process of simulating clouds with
our proposed method. It can be seen in Fig. 3a that
many spherical particles form the basic shape of a cloud.
Then, the WRF data is used to obtain the color, shape,
and other properties of the particles, so that the parti-
cles show the characteristics of fuzzy surface of cloud.
According to the method in Section 2.4 above, the sim-
plification rate η is introduced. In Fig. 3c, η is 0.84 while
it is 0.17 in Fig. 3d. Distinctly, it can be found that cloud
in Fig. 3d has more details and distinct texture features
than cloud in Fig. 3c. In Fig. 3e, cloud illumination is
introduced but not in Fig. 3f, according to Section 2.5.
It can be estimated from the two figures that Fig. 3e
has a stronger three-dimensional sense and is more real-
istic after the introduction of light. The above results
indicate that the method in this paper can realize the
simulation of clouds based on WRF data. In Fig. 4, four
clouds using our simulation method are given, and it
is clear that they show every feature of the real-word
clouds.

3.3.2 Comparison of particles’ quantity
In this section, N0 is set as 5 × 103, L0 is set as 10. Next,
and Lm regularly ranges from 25 to 65. The interval of Lm
range is 15. As can be seen from the Fig. 5, after using the
proposed simplification method, the number of particles
produced each time gradually decreases while the distance
becomes longer. When it goes to 50, it does not simplify
anymore. Hence, 65 corresponds to the same number of
particles as the previous one.

3.3.3 Comparison of FPS
In this subsection, the same clouds were simulated from
different distance viewpoints. And FPS was recorded at
different distances. As can be seen in Fig. 6, under the
same circumstance, FPS decreases gradually with the
increase of particle number either before or after simpli-
fication, which proves that lots of particles generated to
use a lot of computing resource. Technologically, it can be
seen that FPS is always higher after the simplification.

3.3.4 Comparison of CPU utilization
By comparing the experimental results, it can be found
that the three-dimensional cloud image simulated by the
algorithm in this paper has a better effect in detail and is
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Fig. 4 Four clouds drawn using the proposed method

more accurate. In order to verify the superiority of this
algorithm in CPU utilization, different numbers of parti-
cles are generated. In this way, the above Fig. 7 shows the
CPU utilization is lower after the simplification.
From the above analysis, the cloud generated by the

cloud data visualization system has a good visualization
effect, and the application of LOD technology in the
visualization system can effectively improve the real-time
performance of the visualization system, which plays an
important role in the performance of the system.

4 Related work
To simulate the 3D clouds, it is crucial that the simula-
tion results have the laws and characteristics of real clouds

[31]. In order to obtain realistic effects, researchers have
proposed a variety of modeling methods, which are gen-
erally divided into two categories: methods based on indi-
vidual growth and methods based on physical processes.
Typical methods based on individual growth are mainly
managed to obtain the visual characteristics and enhance
the realism of clouds without taking the physical pro-
cess into account, such as particle system, metaball, fractal
method, texture method, and noise- and cloud-driven
method [32]. Methods based on physical processes—the
numerical simulation method—are mainly to solve the
fluid dynamics equation—Navier-Stokes. The most rep-
resentative method was the Harris, which solved the
numerical equation including the cloud motion equation,

Fig. 5 Comparison of particles’ quantity using benchmark and our method
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Fig. 6 Comparison of FPS using benchmark and our method

the water balance equation, and the thermodynamic
equation [33].
These methods could vividly simulate the dynamics of

the cloud, and the effect is realistic, but the computa-
tion is large [34]. Moukalled [35] described the dynamic
changes of cloud through a set of Boolean rules in cellular
automata method and used Sigmoid function to convert
the discrete results into continuous density distribution,
thus improved the real-time performance of cloud sim-
ulation. These methods do not need to simulate the real
physical process of cloud growth and are fast in drawing
and rendering, so they are suitable for the simulation of
small and medium-sized virtual cloud. Prashant Goswami
adopted a physical method to intuitively control the entire
life cycle of the cloud through the calculation of parame-
ters such as pressure and viscosity between the clouds [36,

37]. Lots of computing has reduced the rendering details
of the cloud as well as the visual effect.
According to the classification of clouds, the ambient

light, diffuse light, and specular reflection light were intro-
duced to process the light and shadow of clouds by Luo
[38] and realized the cloud simulation at different times
of the day. Meanwhile, it constructed and simulated ten
kinds of representative clouds. The method has achieved
good simulation effects; however, the sense of reality
and real-time of cloud simulation need to be improved.
A different strategy was employed by Chulichkov et al.
[39–41] to divide clouds according to the different mor-
phological characteristics of clouds at different heights.
The strategy is to map the detailed characteristics of
different types of clouds by using different simulation
methods in different cloud regions under the condition

Fig. 7 Comparison of CPU utilization using benchmark and our method
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of altitude. In addition, on the premise of not changing
the overall movement trend of the cloud, a velocity func-
tion related to cloud position and viewpoint distance is
constructed and added to the original velocity field to
enhance the floating effect of the cloud, so as to achieve
a more realistic simulation effect. There are many factors
influencing the morphological characteristics of clouds.
This method only considered the altitude as the simula-
tion condition, which not only simplifies the simulation
process, but also inevitably sacrifices the detailed charac-
teristics of clouds.
The limitations of above methods are that these

methods simply make simplifying assumptions about real
environmental phenomena based on physical equation
and other parameters of numerical simulation and the
input data is not the real meteorological data and thus
does not belong to the true sense of real 3D simulation of
cloud. Moreover, few feasible methods are raised for gen-
erating clouds in interactive frame rates from the weather
forecast data.

5 Conclusion and future work
In this paper, we have studied simulation methods and
graphic algorism of irregular fuzzy objects, such as clouds,
flowing water, and snow. Specifically, a particle system
of three-dimensional cloud based on WRF data has been
established. Then, a simplification rate has been calcu-
lated to simplify the particle system and improve the
speed of modeling and rendering. At last, experimental
evaluations have been carried out to verify the validity of
our proposed method.
There are quantities of ways in which various meteo-

rological factors are related to each other, and it is tough
to establish a model according to small accounts of data.
Moreover, clouds generated by data visualization system
has good visual effect, but compared with the actual
clouds, there is a large gap, and many clouds’ details are
ignored or changed. In the future, more factors which can
determine simulation results of cloud data will also be
taken into consideration.
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